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AI tool risk identification

CEPI AI tool risk identification template and process 
CEPI is a leading proponent of Artificial Intelligence-driven capabilities to enable rapid and accelerated vaccine development for future outbreaks, epidemics and pandemics, and is committed to secure and responsible adoption of AI/ML innovations and other emerging technologies for vaccine development, pandemic preparedness and for the 100 Days Mission.   
As part of its core investments in AI capabilities for vaccine design, including in areas of immunogen design, early R&D, manufacturing optimization and clinical trials, and specifically in the development of its Pandemic Preparedness Engine for Disease X, CEPI has taken a biosecurity-by-design approach to ensure robust, equitable and secure architecture for deployment and accessing of capabilities. CEPI has also led community efforts of the Responsible Biodesign Principles, advocating among scientists, funders and policymakers to ensure appropriate safeguards are in place for responsible secure operation of revolutionary AI tools and capabilities. 
In line with CEPI’s Biosecurity Policy <LINK>, to inform CEPI’s investment decisions in AI tools, capabilities and agents, the following template is designed to inform both CEPI teams and funding recipients on the tools, capabilities and intended applications of the research, tools and data for life science research, and to ensure appropriate levels of safeguards and risk mitigation is applied across the project life cycle.  
This template, designed specifically for CEPI projects/grants/initiatives, can be incorporated (either partially or fully) across both pre- and post-award grants, projects and funding processes while ensuring risk mitigation, safeguards and limitations are clearly incorporated within project descriptions and actively monitored as part of the funded activity and routine oversight processes. 
In cases deemed relevant and/or necessary, CEPI may provide funds for specific activities or resources required to sufficiently mitigate risks that may arise from undertaking the research, development and manufacturing activity in question., 
The following template covers the below areas, all of which can be incorporated into the project documents and proposal templates: 
1. A descriptive section of the AI tool (model, agent, capability and/or data), the incorporated guardrails, intended application and additional safety/security measures 
2. A self-assessment rating of levels for misuse risk, sophistication, levels of autonomy and intended human oversight for the respective AI tool/s 
3. Translation of in-silico to in-vivo/biological materials and respective safeguards, including for research that may include VEEPP (Viruses with Enhanced Epidemic or Pandemic Potential) 
4. An assessment of residual project risk after application of guardrails and safety measures 
 
For further questions/clarification please contact the CEPI Biosecurity department either by email (contact.cepibiosecurity@cepi.net) or through your CEPI focal point.  
CEPI’s Biosecurity Policy can be found here: https://static.cepi.net/downloads/2026-02/2026%20Biosecurity%20Policy%20Final.pdf 
Further guidance and resources can be found here: https://cepi-tr.tghn.org/biosecurity/
Date updated: 02 February 2026 


This template is intended for applicants and partners to identify, review and assess risks associated with projects that include development of AI tools. Where relevant for CfPs/RfPs/solicitations that include this area of work, sections of this template can be directly incorporated into application forms for funding.  
 
For CEPI funded AI tools, applicants must provide an assessment of risks and describe any safety measures or risk mitigations. As a baseline, regular updates to project risk registers and JMAGs (Joint Monitoring and Advisory Group) is expected for all projects. AI tools can include: 
· Natural-language large language models (LLMs);  
· Biological AI tools (i.e., AI-enabled tools that are trained on biological data and are intended to provide designs, insights, or predictions related to biology); 
· Tools that facilitate integration of natural-language LLMs with biological AI tools; or  
· Agentic systems that incorporate any of these capabilities. 
 
For higher risk projects, CEPI biosecurity teams must be consulted by CEPI Project leaders, managers or JMAGs and may be subject to additional information requests or measures to mitigate risk.  
 
Please note that CEPI may require third party expert evaluations of awardee tools, software or data that are considered with potential for high or uncertain risk for biosecurity and biosafety. Where necessary, CEPI may require implementation of managed access methods for tools or data to ensure secure and responsible use.  
 
Resources: 
For further background guidance on types of biological design tools and related misuse-relevant capabilities, please refer to the Risk Level rubric in Appendix A.2 of the CLTR-RAND Global Risk Index for AI enabled Biological tools.  
 
For examples of guardrails and safeguards for biological AI tools, please refer to the NTI | bio whitepaper on Developing Guardrails for AI Biodesign tools. 
 
For guidance on managing and mitigating misuse risk of AI models, please refer Appendix D of the NIST Guidance on Managing Misuse Risk for Dual Use Foundation Models. 
 
For guidance on international DNA synthesis screening requirements please refer the IBBIS Global DNA Synthesis Screening map, which highlights regions with established biosecurity frameworks and respective screening requirements. 
 
Applicants/prospective awardee are requested to fill out the following table and self-assessment questionnaire below. 
	AI tool and project overview 

	Awardee name 
	Primary grantee name/s 

	Project name 
	Title of research proposal 

	Description of AI tool (e.g., LLM, biological AI tool, integrated system, agentic system, etc) 
	Model, type, name and version 

	Software developer 
	Primary grantee/sub-awardee name/s 

	Expected in-silico application of model, software, or data 
	Predictive immunogen design, immune modelling, etc 

	Anticipated applications 
	Preclinical testing, invitro assay development, chemistry manufacturing and controls, scale up, manufacturing, or clinical trials 

	Does the project involve in-vitro or in-vivo components?  
	Yes/No. If Yes, provide a brief explanation and measures to mitigate biosecurity and biosafety risks. 

	Is the in-vitro/in-vivo activity likely to generate a Virus with Enhanced Epidemic or Pandemic Potential?   
	Yes/No. If Yes, please provide a brief explanation and appropriate justification for VEEPP 


 
Self-assessment questions for projects proposed to CEPI that include development of AI tools  
 
1. Could the AI tool be maliciously misused by a sophisticated operator (scientist/subject matter expert/experienced personnel) to cause harm more efficiently, quickly or easily, in comparison to existing tools or techniques, i.e. increase likelihood or impact of harm? NOTE: for examples of misuse scenarios that could cause harm, and approaches to mitigating risk related to AI models, refer RAND Global Risk Index for AI enabled Biological tools and NIST Guidance on Managing Misuse Risk for Dual Use Foundation Models 
	Impact (score) 
	Description/justification 

	No change in likelihood of harm (1) 
	 

	Minimal increase in likelihood of harm (2) 
	 

	Moderate increase in likelihood of harm (3) 
	 

	Significant increase in likelihood of harm (4) 
	 

	Existing/built-in safeguard or Proposed mitigation 
	Brief description of safeguard/s 


 
2. Could the AI tool enable a less sophisticated operator (non-scientist/non-expert) to accidentally or intentionally cause harm, i.e. lowering the barrier to harm? NOTE: for examples of misuse scenarios that could cause harm, and approaches to mitigating risk related to AI models, refer RAND Global Risk Index for AI enabled Biological tools and NIST Guidance on Managing Misuse Risk for Dual Use Foundation Models 
	Impact (score) 
	Description/justification 

	Neutral impact on barriers (1) 
	 

	Minimally lowers barrier to harm (2) 
	 

	Moderately lowers barrier to harm (3) 
	 

	Greatly lowers barrier to harm (4) 
	 

	Existing/built-in safeguard or Proposed mitigation 
	Brief description of safeguard/s 


 
3. Under what level of autonomy does your proposed tool operate? I.e. Does the tool/software rely entirely on human instruction or guidance for intended applications, partially or moderate level of autonomy with technical reliance on human experts for fine tuning of outputs, or entirely autonomous with little or no guidance from human operators? 
	Impact (score) 
	Description/justification 

	Entirely non-autonomous (1) 
	 

	Partially autonomous (2) 
	 

	Moderately autonomous (3) 
	 

	High level of autonomy (4) 
	 

	Existing/built-in safeguard or Proposed mitigation 
	Brief description of safeguard/s 


 
4. What are the benefits of adoption of this tool relative to the risks, i.e. will the tool/model/software help accelerate preparedness and scientific mission objectives of the proposed activity/application of use? 
	Impact (score) 
	Description/justification 

	Benefits greatly outweigh risks (1) 
	 

	Benefits moderately outweigh risks (2) 
	 

	Benefits are commensurate with risks (3) 
	 

	Risks slightly outweigh benefits (4) 
	 

	Risks greatly outweigh benefits (5) 
	 

	Highlight the benefits of your proposed research activity and justification for risk mitigation 
	Brief description of safeguard/s 

	Will your tool be made publicly available, i.e. fully open-source? 
	Yes/ No. If yes, please provide a justification 


  
5. Please describe your approaches to safety and security for AI tool  
	Safety measures 
	Description/Details 

	Access levels  
	Fully open-source code / Open interface only/ Restricted interface users 

	Model training data filtering  
	Unfiltered training data/ Harmful data excluded/ only selected data used for training 

	Interface guardrails 
	Building guardrails for programming interface 

	Internal safety evaluation 
	Internal safety exercises/jail breaks 

	External safety evaluation 
	Third Party Red teaming etc. 

	Other safety measures 
	Other model or software specific safeguards, e.g. physical controls, firewalls, data protection, cybersecurity etc. 

	Does your proposal include activity to evaluate and test tool/software safety and security? 
	Does the project proposal included specific workstreams/activity and corresponding budget for AI safety evaluations and  


 
6. Overall residual risk with applied safeguards: 
 
	Risk area 
	Score 

	Does the work: 
	1 
	2 
	3 
	4 
	5 

	Involve wet lab activities 
	No 
	 
	 
	 
	Yes 

	Increase likelihood of harm 
	 
	 
	 
	 
	 

	Lower barrier to harm 
	 
	 
	 
	 
	 

	Level of Autonomy/ Human input 
	 
	 
	 
	 
	 

	Benefit vs risk for research  
	 
	 
	 
	 
	 

	Overall Rating 
	 

	Comment 
	 


  
 
 
	Awardee Statement 

	I/we (Principal Investigator) confirm that the information provided in this template is an accurate summary of the proposed work, the AI tool capabilities, and our assessment of related risks related to this project. The awardee PI and/or project teams will inform and update the relevant CEPI teams in case of changes to assessed risk as soon as reasonably possible. 


	Signature:			 
	Name, Title:	 
	Date: 


 
 
 
 
 
 
CEPI assessment 
 
	Outcome of CEPI review  
	Yes/No/Comment 

	Insufficient information to make an assessment. Further information required.  
	 

	Rejected.  Suggested tool, activity and risk mitigation proposed is not acceptable to CEPI. 
	 

	Proposed research/activity requires further CEPI governance evaluation given level of risk 
	 

	Agreed to proceed in-principle, with additional oversight measures and tracking of identified risks via CEPI project risk register, required prior to funding. 
	 

	Accepted with current information provided, with appropriate risk mitigating and safety measures in place. 
	 


 
 
Review undertaken by: 
CEPI Biosecurity team:							Date 
 
CEPI Scientist/technical team:						Date 
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