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UN: United Nations
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UK: United Kingdom
USA: United States of America
WEF: World Economic Forum
WHO: World Health Organization
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Artificial intelligence has the potential to accelerate the transformation of health systems,  
ultimately leading to the equitable improvement of citizens’ health outcomes at a global scale. 
Such AI-driven leapfrogging will only be possible if the proper governance models and guard-
rails are in place to build trust in the use of the technology. Without trust, leaders and citizens 
alike will hold back from adopting AI solutions, consequently not allowing patients to benefit 
from this so-called intelligence revolution.

HealthAI, as the global agency for responsible AI in health,  envisions a world where AI catalyzes 
equitable and inclusive improvements in health and well-being for all individuals and commu-
nities. Propelled by our mission to advance the development and adoption of Responsible AI 
solutions in health through the collaborative implementation of regulatory mechanisms and 
global standards, we at HealthAI partner closely with governments, international organizations 
and other stakeholders to translate international standards to fit local regulatory contexts as well 
as strengthen their capacity and infrastructure to validate AI innovations in health. We strongly 
believe that an ecosystem that ensures compliance with internationally defined Responsible 
AI standards, protects national data sovereignty, and supports local validation processes will 
foster trust, as well as increase investment and innovation in Responsible AI solutions in health.

 
This report on “Mapping AI Governance in Health: From Global Regulatory Alignments to LMICs’ 
Policy Developments” represents a first step in our implementation of national and regional 
regulatory mechanisms to form a Global Regulatory Network. It also demonstrates our com-
mitment to not leave the low resourced countries behind, as well as push for decentralization 
of regulatory processes to cultivate local innovation and trust. Through this report, we exam-
ined global AI governance policies developed by key international institutions through an in-
teroperability lens, explored influential jurisdictions setting global regulatory trends and expec-
tations, as well as presented country-specific analyses of four countries representing different 
regions, namely Africa, Latin America, Middle East and Asia, to offer diverse perspectives on the  
challenges and progress in the governance of AI in health.

 
Moving forward, this report will provide the basis for a living knowledge base for HealthAI’s Com-
munity of Practice and the wider public. We will also use the landscape knowledge to develop 
training materials to increase awareness of, adherence to, and application of AI regulations in 
health amongst regulators, policymakers, researchers and innovators. Given the speed at which 
this field is moving, we are mindful that maintaining such a knowledge base in a timely manner 
will be critical but yet a herculean task. We are grateful to our global and regional collaborators 
who have already reached out to join hands in this endeavour and would like to encourage new 
partners to connect and be part of this effort.



Dr. Ricardo Baptista Leite 
CEO

Dr. Peiling Yap 
Chief Scientist
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Finally, we would like to thank our funder, the International Development Research Centre (IDRC) 
Canada, and the Foreign, Commonwealth and Development Office (FCDO), United Kingdom, 
for supporting the mission of HealthAI and making this landscape possible. Our deepest grati-
tude to HealthAI’s colleagues and collaborators who have worked tirelessly and made essential  
contributions to the development of this report. We hope it will serve as a compass to help our 
community navigate the complex landscape of AI governance in health and inspire the respon-
sible and equitable development of, and access to, AI innovations that can lead to better health 
and well-being for all.



Executive Summary
Given AI technologies’ rapid and transforma-
tive integration into healthcare, effective and 
agile governance frameworks must be estab-
lished to ensure these advancements are safe, 
effective, ethically sound, as well as developed 
and deployed responsibly. Globally, different 
regulatory bodies and institutions have ad-
opted varied strategies. This landscape re-
port examines AI in health and cross-sectoral 
AI governance policies created by key global 
institutions through an interoperability lens, 
explores widely influential jurisdictions setting 
global regulatory trends and expectations, as 
well as presents country-specific analyses 
for four countries. This approach allows us to 
capture both global trends and local nuances, 
providing a comprehensive landscape of AI 
regulations in health.

Global AI Governance 
Interoperability  
in Health
Interoperability of AI governance can be un-
derstood as having a common understanding, 
interpretation, and implementation of transbor-
der governance mechanisms for AI. It aims to 
foster a cooperative environment where various 
governance models can coexist and function 
effectively despite their inherent differences. 
Inspired by the key aspects of interoperabil-
ity, we focus our analysis on (i) Semantic Semantic 
interoperabilityinteroperability examining the various 
vocabularies used in the regulation of 
AI; (ii) Mechanism interoperabilityMechanism interoperability 
of the type of measures utilized by in-
ternational organizations for AI gover-
nance; (iii) Participatory engagementParticipatory engagement 
during the development of governance 
frameworks. The combination of these 
three aspects forms a robust framework for 
evaluating the global AI governance interop-
erability in health.
 

Semantic interoperability - In this re-
port, we focused on the foundational aspect 
of how AI is defined in the establishment of AI 
policies and governance mechanisms. AI is 
defined differently based on the varying fo-
cuses, regulatory scopes, and priorities of key 
international organizations. AI systems are 
commonly recognized as machine-based, 
involving algorithms and models to perform 
tasks that typically require human intelligence. 
Despite most definitions agreeing on the var-
ious outputs of AI systems, there is a lack of 
alignment on the scope of inclusion of the 
type of technologies. In addition, organizations 
such as the WHO, and ISO/IEC emphasize the 
human-centric approach by highlighting the 
role of human-defined objectives in their defi-
nition, while others such as IEEE and ITU have 
more technical-based definitions.
 
Mechanism interoperability – Ethical 
principles and strategic visions are often the 
foundation to ensure that governance path-
ways have a cohesive and harmonized direc-
tion, while technical (procedural) documenta-
tions - such as assessment toolkits, regulatory 
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recommendations or standards - offer opportunities to operationalize the principles and strat-
egies. Laws, international treaties and commitments play a focal role, as they create binding 
obligations that ensure the principles, strategic visions, technical procedures and standards 
are upheld and enforced.

• Principles for AI: 

In 2020 alone, there were over 160 organizational, national, and international sets of AI gov-
ernance principles. Although there is a lack of a common platform to harmonize these initia-
tives, there is already a significant degree of alignment when principles are analyzed through 
the lens of their desired outcomes. The most frequently referenced desired outcomes in 
AI principles include: (i) ensuring processes that are transparent and understandable to 
stakeholders (transparency/explainability/intelligibility); (ii) promoting human and socie-
tal well-being (safety, do no harm, respect for human rights, human-centered values); (iii) 
establishing clear mechanisms for accountability and responsibility; (iv) ensuring equitable 
access and outcomes, avoiding bias and discrimination (justice, equity, fairness, non-dis-
crimination); and (v) respecting privacy and data security. Important considerations—such 
as economic, social and environmental costs (of use, misuse, and under use), information 
integrity, dignity, and the need for participatory approaches—are less prominently reflected.

• Standards for AI: 

Standards are the most common mechanism for AI governance, with ISO/IEC 42001:2023  
being the world’s first international standard dedicated to AI management systems. Stan-
dards can complement other governance mechanisms by providing the technical founda-
tions that support regulatory frameworks, guiding industry best practices, and offering struc-
tured frameworks for self-regulation. ITU alone has published over 100 international AI-related 
technical standards across multiple sectors, with an agenda to set the fundamental stan-
dardization of multimedia systems and services to support digitalization. However, the sheer 
number of standards can overwhelm organizations, complicating implementation and  
increasing costs associated with compliance, training, and development. There are also 
multiple gaps regarding their enforceability, and overcoming this hurdle requires concerted  
effort from country-level regulators and innovators alike to incentivize or mandate compli-
ance. Many general technology standards would be applicable to AI in health, depending on 
how the applications or solutions are implemented. Once fundamental infrastructure stan-
dards are established, the focus of standards-setting bodies may shift toward AI, including 
the development of AI-specific standards in areas like health. This could lead to an increase 
in the overall number of standards for AI in health.

• Approaches for AI Regulatory Frameworks: 

Most institutions, such as WHO/ITU, UN, UNESCO, UNICEF, OECD, and WEF, have published at 
least one document dedicated solely to recommending specific steps for effective regulato-
ry frameworks for AI. There is a growing alignment around two key regulatory requirements. 
First, as discussed, transparency, especially in documentation, has become a fundamental 
principle guiding AI development and is widely recommended as an essential requirement for  
enabling human oversight within regulatory frameworks. Transparency is often viewed as 
a tool that allows for evaluations and to determine thresholds for safe usage of AI technol-
ogies. Second, in a risk-based approach, impact assessments are essential for accurately 
defining risks and determining the appropriate level of mitigation strategies and regulatory 
requirements.
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Participatory engagement – Given AI’s complexity and its broad impact on glob-
al health, it is widely acknowledged by global institutions that participatory engagement 
serves as a key tool in the policy-making process, enabling different stakeholders, including 
governments, regulatory bodies, healthcare providers, developers, manufacturers, patients,  
and civil society, to contribute their expertise and perspectives to shape AI regulatory policies. 
While diverse stakeholder engagement is often promoted in global institutions, a closer exam-
ination reveals significant disparities in representativeness and challenges to meaningful par-
ticipation in the formulation of AI governance policies. The majority of stakeholders engaged 
tend to come from predominantly high-income countries, often with double the representation 
compared to other income groups. There is also a global trend where men experts are more 
prevalent than women. These disparities may stem from the uneven global distribution of AI ex-
perts, who are predominantly male and based in high-income countries. Finally, the presence of 
patient voices, advocacy groups, youth perspectives, and the public in general remains limited, 
suggesting a need for further exploration.

 

Jurisdictions Influencing AI Regulations 
in Health
 

There are multiple global players influencing the approach to AI regulatory frameworks in distinct 
ways, given the current lack of a unified global approach. It is important to note that although 
no sui generis AI legislation exists yet for the health sector in many jurisdictions/countries, AI 
applications in healthcare are not unregulated and currently fall in the broader category of ex-
isting medical device regulations concerning software as a medical device or software related 
to medical devices. Considering the increased support for binding laws, this report will focus on 
legislation and soft guidance aimed at regulating AI in health in the United States of America, 
European Union, United Kingdom, and the People’s Republic of China. These global stakeholders 
have strong geopolitical influence in their regions and worldwide, and have demonstrated ad-
vancements towards having government oversight in the mitigation of risks posed by AI across 
various sectors. In particular, they have also been identified as pioneers in regulating AI in the 
sector of health. Through them, examples of how varied approaches towards regulation of AI in 
health can work for different jurisdictional visions and needs are highlighted. 

Country Profiles: AI Governance Readiness 
in Health
 

When designing regulatory mechanisms, it is essential to consider not only ethical and technical 
principles but also the cultural, social, and historical context as well as the legal system of each 
country. In particular, low- and middle-income countries face unique challenges in establishing 
regulatory mechanisms for AI in health that can adequately address local needs while attempt-
ing to align with global standards. An in-depth analysis of AI governance readiness in health 
across four countries with unique contexts, namely Rwanda, Colombia, Lebanon, and Pakistan, is 
presented in this report. These countries represent different regions—Africa, Latin America, Middle 
East, and Asia respectively— offering diverse perspectives on the challenges and progress in AI 
health governance. Each country profile examines four key aspects—AI governance readiness in 
health, semantic interoperability, mechanism interoperability, and participatory engagement—
and provides a summary of the key takeaways, allowing for a nuanced understanding of each 
country’s unique regulatory landscape, while comparing their alignment with global practices.
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1. Overview

Artificial intelligence (AI) in healthcare is ush-
ering in a new era by revolutionizing care 
pathways, promoting early prevention and 
well-being, streamlining processes, and push-
ing the boundaries of medical knowledge and 
research. Given AI technologies’ rapid and 
transformative integration into healthcare, 
comprehensive regulatory frameworks must 
be established to ensure these advancements 
are safe, effective, ethically sound, as well as 
developed and deployed responsibly. Howev-
er, creating policies to regulate AI in health is 
an intricate process, given AI’s multifaceted 
nature and its complex ripple effects. 

There are many approaches to govern AI, such 
as in the form of international treaties, nation-
al strategies, national legislation, regulatory 
sandboxes, ethical guidelines, standards, or 
mandates for technical specifications. Global-
ly, different regulatory bodies and institutions 
have adopted varied strategies. However, reg-
ulatory frameworks are intricate and layered, 
with multiple regulations often overlapping 
and building upon one another. For example, 
AI can be dissected into various components, 
such as algorithms and data, each of which 
could require distinct regulatory consider-
ations and approaches. Alternatively, policies 
may have a sectoral focus on regulating AI’s 
specific applications and potential risks within 
different fields. Some regulators, especially in 
Europe, have taken a legislative and horizon-
tal approach, encompassing a cross-sectoral 
perspective and addressing the entire AI life-
cycle from development to deployment. While 
some institutions might focus on regulating 
individual components of AI, such as data pro-
tection, others might focus on the context of 
its application, such as medical device regu-
lations, leading to a patchwork of regulatory 
frameworks. Each approach has its own set 
of advantages and disadvantages. Hence, it 
is crucial to map the current regulatory land-
scape, identify existing gaps, and propose po-
tential ways forward to ensure the effective 
governance of AI in health. 

Regulating technology in the health sector is 
not a new challenge; it builds on a long-stand-
ing tradition of overseeing medical research 
and devices to ensure new developments are 
safe, effective, and ethical. Over the years, a 
solid framework has been established to me-
ticulously evaluate and monitor medical in-
novations, ensuring they meet high clinical 
and technical standards, benefit patients and 
communities, and present acceptable risk ra-
tios. As AI becomes an integral part of health 
delivery, it is essential to recognize that AI is 
evolving within an already well-defined regu-
latory landscape. In that sense, medical device 
regulations provide a valuable foundation for 
monitoring and evaluating AI applications in 
health. More specifically, these regulations fall 
within the category of Software as a Medical 
Device (SaMD) or machine learning-enabled 
medical devices. However, current AI regula-
tory frameworks also include cross-sectoral 
regulations, which guide AI applications across 
various domains, and regulations targeting in-
ter-related areas of AI, such as data protec-
tion, intellectual property, and cybersecurity. 

From a global view, a landscape must be-
gin with an overview of international institu-
tions while acknowledging developments in 
influential regions such as the United States 
of America (USA), Europe, China, Singapore, 
and the United Kingdom (UK), which often set 
the pace for regulatory development in the 
health sector. At the same time, it is essential 
to include the perspective of a larger pool of 
countries, including low- and middle-income 
countries (LMICs), as they have unique needs 
and contexts that make regulations for AI in 
health particularly important and challeng-
ing. Brazil, Kenya, Rwanda, and Indonesia, for 
instance, are standout innovators in their re-
gions. They are often at the forefront of de-
veloping and deploying AI regulatory policies 
tailored to local health challenges, which can 
provide valuable models for other LMICs. Other 
countries, such as Lebanon, Tanzania, and Pa-
kistan, face unique challenges in their political 
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setups that have encouraged policymakers to 
rely on alternative non-legislative regulatory 
approaches. Understanding the global and 
regional regulatory landscapes will allow one 
to better grasp how innovation spaces within 
countries and regions can be developed safe-
ly and responsibly, ultimately ensuring more 
effective and equitable healthcare outcomes.

The biggest takeaways from examining reg-
ulations for AI in healthcare worldwide reveal 
a landscape that is still evolving but facing 
significant gaps. Many countries are relying 
(consciously or not) on their existing medi-
cal device regulatory structures to oversee AI 
in health. However, this approach may not be 
sufficient to address the unique aspects of AI, 
as evidenced by instances where approved 
technologies have had unintended and sig-
nificant socio-ethical consequences. Reports 
highlight the need for better-tailored regula-
tory measures to capture the complexities of 
AI applications in health 3,4.

Harmonizing regulations remains an import-
ant goal, as global institutions often operate 
in isolation without a unified and interoperable 
approach. Many United Nations (UN) agen-
cies, such as the United Nations Educational, 
Scientific and Cultural Organization (UNESCO) 
and the World Health Organization (WHO), are 
developing AI policies, including those for AI 
in health, using diverse methodologies. LMICs 
face unique challenges as they often draw in-
spiration from global institutions or influential 
regions but may be adversely affected by po-
tential inconsistencies. This would result in reg-
ulations that are poorly suited to their specific 
contexts or fail to responsibly guide AI integra-
tion into healthcare. While there is global pres-
sure for regulators to unify their approaches, it 
is equally important to maintain local jurisdic-
tional control to address the distinct needs of 
each region effectively.

In LMICs, innovators are facing an unclear 
regulatory landscape, risking falling through 
gaps and at times, wrongly assuming that AI 
in health is unregulated. This issue is com-
pounded by the misconception that gener-
al AI regulations may not apply to the health 
sector. To ensure the safety, effectiveness, and 
responsible development of AI in healthcare, 
substantial work is needed to create, update, 
and reconsider the scope, applicability and 
specificity of global governance frameworks. 

This effort requires a collaborative approach 
that balances global harmonization with local 
adaptability, ensuring that AI technologies can 
thrive and deliver their promised benefits to all 
populations.

While attempting to map the regulatory land-
scape for AI in health is an important task, we 
must also acknowledge the inherent limita-
tions of this analysis. The rapidly evolving na-
ture of AI technologies means that regulatory 
frameworks are a work in progress. New doc-
uments could still be released, national and 
multilateral deliberations are ongoing, or ex-
isting frameworks require constant updates 
and adaptations, making them challenging 
to track. Additionally, the diversity of regula-
tory environments across different countries 
and regions poses a significant challenge, as 
each has unique legal, cultural, socio-eco-
nomic, and healthcare contexts that influence 
their approach to regulation and their unique 
interpretations of AI. Moreover, the intersection 
of various regulatory domains, such as data 
protection, cybersecurity, and medical device 
standards, adds complexity that can be diffi-
cult to navigate comprehensively. This report
is not meant to provide insights on every policy 
about AI and AI in health. Instead, it serves as a 
starting point for discussion, fresh insights, and 
recommendations, laying the groundwork for
HealthAI’s future work within AI regulations for 
health.
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1.1. Scope 
To achieve the purpose of creating a landscape 
of global and local AI regulations for health, we 
build from the concept of interoperability of AI 
governance and evaluate the governance ef-
forts at both international and national levels, 
with a focus on health-related applications. 
We continued our analysis by examining glob-
al regulatory alignments, identifying overar-
ching trends and frameworks that guide AI 
regulations in health. This global perspective 
sets the foundation for understanding widely 
influential world regions that have significant 
regulatory impacts globally, as we turn our at-
tention to China, Europe, and the USA, which 
are not only establishing distinct governance 
frameworks but also setting global expecta-
tions. Finally, we conducted a country-specific 
analysis for countries selected based on the 
following criteria: number of projects funded 
by International Development Research Cen-
ter (IDRC) of Canada, pioneer country at a re-
gional level and population size. We selected 
a total of four countries representative of each 
world region as a starting point for this report: 
Americas (Colombia), Africa (Rwanda), Asia 
(Pakistan), and Middle East and North Africa 
(Lebanon). This approach allows us to capture 
both global trends and local nuances, provid-
ing a comprehensive landscape of AI regula-
tions in health. By focusing on health-specific 
and AI-specific policies, we ensure a targeted 
understanding of the regulatory environment, 
while also acknowledging the broader context 
in which these regulations exist.

The primary sources of information for this re-
view included online databases, scientific pub-
lications, and official websites of country-level 
authorities such as ministries of health and in-
ternational organizations (Annex 1). A keyword 
search strategy was employed where pos-
sible, and manual searches were conducted 
when necessary. It is important to recognize 
that reviewing this type of documentation is 
an iterative process, requiring flexible methods 
and often involving a snowballing approach, 
where one document leads to the discovery of 
others. Inclusion criteria encompassed docu-
ments published between 2010-2024 that are 
health-specific or AI-specific, such as guide-
lines, principles, regulatory considerations, 

and best practices. Documents were excluded 
when not available online and those focus-
ing on specific technologies not broadly in-
cluding AI such as telemedicine. High priority 
was given to policies directly applicable to AI 
in health, those including AI (explicitly or im-
plicitly) in medical device regulations and pol-
icies focusing on AI in general. Policies focus-
ing on inter-related areas to AI, such as data 
protection and privacy, were considered out of 
scope for this review. This approach ensured 
that the primary focus remained on AI gov-
ernance specific for health, providing a clear 
and targeted understanding of the regulato-
ry landscape. However, references to such in-
ter-related policies were still included to pro-
vide context and acknowledge their influence 
on AI governance, ensuring an overview of the 
regulatory environment impacting AI in health.

Given the variations in data, this report utilized 
a narrative analysis focusing on the extent 
and impact of harmonization efforts between 
global and local regulations for AI in health. 
This analysis aimed to identify gaps and po-
tential recommendations for future regulatory 
alignment, but it is not meant to be exhaustive. 
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2. Global Interoperability  
of AI Governance in Health

Global harmonization of regulatory efforts will 
reduce hurdles for innovators and improve ef-
ficiency for regulators. Therefore, analyzing the 
alignment between AI in health policies and 
generic AI policies created by key global insti-
tutions is a critical step to building a cohesive 
and effective regulatory framework worldwide. 
In that way, the similarities and differences 
between the various policies can be uncov-
ered, providing recommendations towards 
improving the consistency, transparency, and 
effectiveness of regulatory efforts. This inte-
grated perspective is essential for encourag-
ing innovation, maintaining ethical standards, 
and ensuring that AI technologies are used 
responsibly and effectively in healthcare sys-
tems worldwide.

Interoperability is generally understood as 
the ability of different systems to communi-
cate and function seamlessly together. Build-
ing from the definition of Policy Network on 
Artificial Intelligence (PNAI)5, interoperability 
of AI governance can be understood as hav-
ing a common understanding, interpretation, 
and implementation of transborder gover-
nance mechanisms for AIa. However, promot-
ing interoperability does not imply imposing 
identical frameworks or standardized norms 
across different contexts. Instead, interoper-
ability aims to foster a cooperative environ-
ment where different governance models can 
coexist, communicate, and function effec-
tively despite their inherent differences. The 
World Economic Forum (WEF) acknowledges 
that coordinating multi-stakeholder dialogue 
and knowledge sharing is crucial for inform-
ing governance interoperability discussions 6. 

a PNAI brings together three key aspects that must be harmonized: (1) the substantive tools, measures and 
mechanisms involved in guiding and developing AI, (2) ways of multistakeholder interactions and interconnections, 
and (3) agreed ways to communicate and cooperate. In their definition all three are necessary to achieve interopera-
bility of governance of AI.

International cooperation to achieve jurisdic-
tional interoperability is essential for ensuring 
global cohesion and building trust in AI 7.

Inspired by the key aspects of interopera-
bility, we focus our analysis on (i) Semantic Semantic 
interoperabilityinteroperability examining various vocab-
ularies used in the regulation of AI, for exam-
ple, how AI is defined in policies and medical 
device regulations; (ii) Mechanism interop-Mechanism interop-
erabilityerability of the type of measures utilized by 
international organizations for AI governance 
(principles, norms, technical specifications, 
standards, and processes); (iii) Participato-Participato-
ry engagementry engagement during the development of 
governance frameworks. The combination of 
these three aspects - semantic interoperabili-
ty, mechanism interoperability, and participa-
tory engagement - forms a robust framework 
for evaluating the interoperability of AI gover-
nance for health. A consistent understanding 
of the meaning of AI across different policies 
and regulations would allow comprehension  
of the variety of complementary mechanisms 
for effective governance, and by involving a 
wide range of stakeholders in the the deci-
sion-making process, we can expect more 
harmonized global AI governance efforts. 
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At least 12 global institutions (including many 
of the UN specialized agencies) are active-
ly working on governance mechanisms for AI 
or AI in health (Table 1). These institutions are 
shaping collaborations and the global AI gov-
ernance landscape, which has resulted in an 
ever-increasing amount of documentation 
and varied recommendations. 

It is important to note that current global 
regulatory frameworks for using AI (and AI in 
health) predominantly fall into the soft law 
category, making them non-legally binding. It 
is at the discretion of governments and indus-
try stakeholders to integrate these guidelines, 
recommendations, or standards into their lo-
cal regulatory environment. Beyond the inher-
ent jurisdictional limitations of international 
institutions, soft-law approaches offer advan-
tages such as flexibility and adaptability on 
a global scale. However, the voluntary nature 
of soft-law instruments may lead to inconsis-
tent application and enforcement due to an 
absence of accountability mechanisms for 
non-compliance. Furthermore, the lack of le-
gally binding requirements can create uncer-
tainty, risks, and varying safety and efficacy 
standards across different regions and orga-
nizations. 

Despite these challenges, soft regulations 
established by international institutions can 
significantly impact country-level formal 
legislation. They provide direct and indirect 
guidance for global 
governments on in-
terpreting and reg-
ulating AI and AI in 
health. By setting 
benchmarks and of-
fering a framework 
for best practices, 
these international 
soft-law instruments 
influence the devel-
opment of binding 
laws and regulations 
across different juris-
dictions. In particular, 
instruments negoti-

2.1. Global Institutions, Reach, 
and Roles

ated and approved by Member States carry sig-
nificant weight and standing in expressing their  
commitments or directing implementation ef-
forts8 . However, different organizations may 
have slightly divergent perspectives, leading 
to inconsistencies in the guidelines, recom-
mendations, and standards they establish. 

Several global institutions host AI governance 
initiatives aimed at identifying, analyzing, and 
making recommendations to harmonize ef-
forts in regulating AI. For instance, the UN cre-
ated a multi-stakeholder high-level advisory 
body comprised of international experts to fos-
ter a globally inclusive approach to AI gover-
nance9. UNESCO launched the first-ever global 
standard on AI ethics—the “Recommendation 
on the Ethics of Artificial Intelligence”—in 2021, 
adopted by 194 countries10. The Organiza-
tion for Economic Cooperation and Develop-
ment (OECD) launched the OECD AI Principles 
in 2019, which were updated in May 2024 and 
have been influential across jurisdictions11. The 
OECD has recently partnered with the Global 
Partnership on AI (GPAI), a multilateral initia-
tive comprising 28 member countries and the 
European Union “to harness the potential of 
human-centric, safe, secure, and trustworthy 
AI for the good of all”12. The WEF Centres on Cy-
bersecurity, Financial and Monetary Systems, 
Health and Healthcare, Nature and Climate 
and Advanced Manufacturing and Supply 

“Soft regulations established by inter-
national institutions can significantly 
impact country-level formal legisla-
tion. They provide direct and indirect 
guidance for global governments on 
interpreting and regulating AI and AI 
in health”.
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Chains further support and lead the “AI Gov-
ernance Alliance”13. The Global Initiative on AI 
and Data Commons was established by the 
International Telecommunication Union (ITU) 
in 2020 as an open framework for collabora-
tion to support sustainable development, AI 
knowledge-sharing and common humanitar-
ian action with AI14. 

Regional initiatives have also marked the AI 
governance landscape. In Africa, the African 
Union (AU) Development Agency and the AU 
High-Level Panel on Emerging Technologies 
drafted the “African Union Artificial Intelligence 
(AUAI) Continental Strategy for Africa15. The 
AI Hub for Sustainable Development is a col-
laboration between the Group of Seven’s (G7) 
Italian Presidency and the United Nations De-
velopment Programme (UNDP) to steer pri-
vate sector collective action across AI ecosys-
tems within African countries. Smart Africa, an 
AI initiative in collaboration with the German 
Agency for International Cooperation (GIZ), 
published a blueprint for the development of 
AI strategies, including governance recom-
mendations, in Africa in 202116. In Asia, the “As-
sociation of Southeast Asian Nations” (ASEAN) 
launched the “Guide on AI Governance and 
Ethics”17. In Latin America, the Inter-American 
Development Bank and its innovation labo-
ratory presented in November 2023 the “fAIr 
LAC+,” a multi-stakeholder partnership that 
aims to offer a one-stop-shop for support on 
designing and applying regulatory frame-
works; developing, adopting, and using tech-
nologies; and strengthening skills and capac-
ities18.
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InstitutionInstitution ScopeScope DocumentsDocuments RoleRole ReachReach RelationshipsRelationships

World Health 
Organization (WHO) Sectoral 

(health)

Guidelines, reports, 
standards, policy 
briefs, regulatory 
frameworks

Develops global guidelines 
and standards for health, 
including AI ethics and 
governance

Global (194 countries)

UN Agency that collaborates with 
various national and international 
health organizations such as IM-
DRF and IAMRA to establish health 
standards.

International Medical 
Device Regulators Fo-
rum (IMDRF)

Sectoral 
(health)

Guidelines, frame-
works, technical 
documents

Harmonizes international 
regulatory practices for 
medical devices, including 
AI-based software

International (regula-
tors in 20+ countries 
between the official 
committee and affili-
ated members. Official 
observers include WHO, 
SwissMedic, and 
Argentina) 

Facilitates cooperation among na-
tional regulators (e.g., FDA, Health 
Canada) to harmonize standards. 
WHO is an official observer. 

Global Harmonization 
Working Party (GHWP)

Sectoral 
(health)  

Guidelines, tech-
nical documents, 
regulatory frame-
works

Harmonizes international 
regulatory practices for 
medical devices, enhances 
the regulatory capability of 
member economies

International (regula-
tors and industry from 
34 member countries, 
with a focus on emerg-
ing economies)

Facilitate knowledge exchange 
among regulators and industry. 
Works with global entities (e.g. 
WHO, IMDRF, OECD)

International Organiza-
tion for Standardization 
(ISO) and International 
Electrotechnical Com-
mission (IEC)

Sectoral 
(health)  and 
Cross-
sectoral

International 
standards, techni-
cal specifications, 
guidelines

Develops international 
standards across various 
industries, including AI

Global (165 member 
countries)

Works with global entities (e.g., 
WHO, EU) to develop universally 
applicable standards.

United Nations Special-
ized Agencies (UNESCO, 
UNICEF, UN-DESA, UNDP, 
UNICRI, UNIDO, WIPO)

Cross-
sectoral

Declarations, 
guidelines, reports, 
toolkits, regulatory 
frameworks

Promotes international co-
operation in AI

Global (193 member 
countries)

United Nations Agencies that 
engage with international bodies 
(e.g., WHO, EU, ITU) to advocate for 
ethical and safe AI practices

Organization for Eco-
nomic Co-operation 
and Development 
(OECD)

Cross-
sectoral

Reports, regulatory 
frameworks, 
guidelines

Promotes policies and in-
ternational cooperation for 
economic growth, including 
AI development

International (38 mem-
ber countries)

Works with governments, policy-
makers, and other international 
organizations to promote AI 
principles
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InstitutionInstitution ScopeScope DocumentsDocuments RoleRole ReachReach RelationshipsRelationships

Institute of Electrical 
and Electronics Engi-
neers (IEEE)

Cross-
sectoral

Standards, guide-
lines, technical 
reports

Develops ethical standards 
and technical guidelines for 
AI and autonomous 
systems

Global (160+ countries)

Professional association. Engag-
es with international bodies and 
technical communities to establish 
ethical AI standards

G7 Cross-
sectoral

Declarations, 
communiqués, 
reports, commit-
ments

Develops and promotes 
international AI governance 
frameworks and principles 
among member states

International (7 mem-
ber countries)

Works with international bodies like 
OECD, UNESCO, and GPAI to estab-
lish and promote AI principles

G20 Cross-
sectoral

Declarations, 
action plans, 
reports, 
commitments

Promotes international 
cooperation and alignment 
on AI principles and policies 
among member countries

International (20 mem-
ber countries)

Collaborates with international 
organizations like OECD to promote 
alignment and adoption of AI 
principles

International Telecom-
munication Union (ITU) 
(FG-AI4H)

Cross-
sectoral 

Standards, rec-
ommendations, 
reports

Fosters international co-
operation in AI standards, 
organizes global AI events

Global (193 member 
countries)

Collaborates with UN agencies, in-
dustry, academia, and civil society 
to promote global AI standards

Global Partnership on 
Artificial Intelligence 
(GPAI)

Cross-
sectoral 

Reports, recom-
mendations, policy 
briefs

An international initia-
tive that aims to promote 
the responsible and hu-
man-centered develop-
ment and use of AI

International (29 mem-
ber countries along 
with the European 
Union)

Hosted by OECD. Works with oth-
er international bodies such as 
UNESCO, the European Union, and 
various national governments to 
harmonize AI governance efforts 
and promote a unified approach to 
AI development

World Economic Forum 
(WEF)

Cross-
sectoral 

White papers, 
guidelines, regula-
tory frameworks

Facilitates multi-stakehold-
er dialogue, develops best 
practices, and provides 
policy recommendations

Global (190+ countries) Partners with governments, private 
sector, academia, and NGOs

Table 1: Global Institutions that have released documentation on cross-sectoral AI or AI in health: 
   principles, recommendations, standards, or regulatory advice. This is indicative and not exhaustive. 
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Semantic interoperability in the context of 
AI governance in health encompasses the 
analysis of the convergence or divergence 
of terminologies and their meanings across 
different AI policies and regulations. Several 
aspects can be examined, such as the defini-
tion of AI, medical devices, SaMD, and AI med-
ical devices. It is also important to understand 
how AI ethics and guiding principles such as 
transparency, inclusivity, autonomy and ac-
countability are defined and interpreted at 
the global and national levels to identify gaps 
and challenges in fostering a harmonized ap-
proach. In this report, we focused on the foun-
dational aspect of how AI is defined across in-
ternational organizations and national levels 
in the establishment of AI policies and gover-
nance mechanisms.

The diverse perspectives and evolving under-
standing of AI across various international or-
ganizations are reflected in their varying defi-
nitions of AI. The main challenges in achieving 
a universally accepted definition of AI include: 
(i) Diverse context and applications:(i) Diverse context and applications: Per-
spective of what constitutes AI is influenced 
by cultural, technological, and regulatory con-
texts, across diverse stakeholders in different 
sectors; (ii) Rapidly evolving technology:(ii) Rapidly evolving technology: 
Fast-paced development of AI makes it chal-
lenging to create a definition that remains 
relevant over time; (iii) Technical vs hu-(iii) Technical vs hu-
man-based definitions:man-based definitions: Technical, capabil-
ity-based definitions offer precision but may 
become obsolete quickly, while human-based 
definitions, considering the broader socio 
technical context, are more flexible but less 
specific; (iv) Scope of inclusion and varying (iv) Scope of inclusion and varying 
levels of AI capabilities:levels of AI capabilities: Determining whether 
to include only complex modern AI systems or 
also classical algorithms and statistical meth-
ods can be a point of debate but lobal defini-
tions must consider the needs of nations with 
different levels of AI development and adop-
tion; (v) Interoperability with existing laws (v) Interoperability with existing laws 
and policies:and policies: AI technologies are often also 
regulated by ancillary regulatory frameworks 
such as data protection laws, ICT policies. 

Compatibility with these existing laws, regula-
tions, and policies is essential to support the 
AI ecosystem without requiring extensive legal 
overhauls.

1. OECD 

• OECD’s definition was revised in 2023 to 
align with the latest technological ad-
vancements. It defines an AI system as a 
machine-based system that, for explicit or 
implicit objectives, infers, from the input it 
receives, how to generate outputs such as 
predictions, content, recommendations, 
or decisions that can influence physical or 
virtual environments. Different AI systems 
vary in their levels of autonomy and adap-
tiveness after deployment. 

2. WHO

• In its guidance on the ethics and gover-
nance of AI for health, WHO quoted the 
definition of AI from OECD’s recommenda-
tion of the Council on AI: An AI system is a 
machine-based system that can, for a giv-
en set of human-defined objectives, make 
predictions, recommendations, or deci-
sions influencing real or virtual environ-
ments. AI systems are designed to operate 
with varying levels of autonomy.

3. UN

• Generally describes AI as a discipline of 
computer science aimed at developing 
machines and systems capable of per-
forming tasks that require human intelli-
gence, such as machine learning and deep 
learning.

4. G7 and Group of 20 (G20)

• Do not have a standalone definition of AI.
• Adopt and build on definitions developed 

by other international organizations, par-
ticularly OECD.

2.2. Semantic Interoperability
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5. International Medical Device  
Regulators Forum (IMDRF)

• AI is described as a branch of computer sci-
ence, statistics, and engineering that uses 
algorithms or models to perform tasks and 
exhibit behaviors such as learning, making 
decisions, and making predictions.

6. Global Harmonization Working 
Party (GHWP) 

• According to GHWP, AI in medical devic-
es encompasses technologies that utilize 
machine learning and other AI methodolo-
gies to enhance the functionality and per-
formance of medical devices. 

7. International Organization for 
Standardization (ISO) and Interna-
tional Electrotechnical Commission 
(IEC) (ISO/IEC 22989:2022)

• AI is defined as a technical and scientif-
ic field devoted to the engineered system 
that generates outputs such as content, 
forecasts, recommendations, or decisions 
for a given set of human-defined objectives.

8. ITU

• AI is defined as the capability of a machine 
to imitate intelligent human behavior, uti-
lizing algorithms and models to perform 
tasks that typically require human intelli-
gence, such as visual perception, speech 
recognition, decision making, and lan-
guage translation.

9. Institute of Electrical and 
Electronics Engineers (IEEE)

• AI is defined as systems that simulate hu-
man intelligence processes, including 
learning from vast datasets, reasoning, 
and self-correction.

Although the varied definitions reflect the dif-
ferent focuses, regulatory scopes, and priori-
ties of the international organizations, there 
are core elements shared across the defi-
nitions. AI systems are recognized as ma-
chine-based, involving algorithms and models 
to perform tasks that typically require human 
intelligence. Despite most definitions agreeing 
on the various outputs of AI systems, there is a 
lack of alignment on the scope of inclusion of 
the type of technologies. While organizations 
such as the WHO, and ISO/IEC emphasize the 
human-centric approach by highlighting the 
role of human-defined objectives in their defi-
nition, others such as IEEE and ITU have more 
technical-based definitions.

This highlights the complexity of creating a 
universally accepted definition of AI that can 
serve as a foundation for regulation and gov-
ernance. Striking a balance between overly 
broad and restrictive definitions is crucial to 
enable effective regulation.
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While there is a wide variation in available 
mechanisms for AI governance in health, 
most mechanisms must have the capacity to 
seamlessly work together. It is, however, un-
likely that one single document or mechanism 
can encompass all that is necessary to ensure 
AI is safe, ethical and responsible. 

Ethical principles and strategic visions are of-
ten the foundation to ensure that governance 
pathways have a cohesive and harmonized 
direction, while technical (procedural) doc-
umentations - such as assessment toolkits, 
regulatory recommendations or standards 
- offer opportunities to operationalize the 
principles and strategies. Laws, international 
treaties and commitments play a focal role, 
as they create binding obligations that en-
sure the principles, strategic visions, tech-
nical procedures and standards are upheld 
and enforced. 

In principle, all regulatory mechanisms should 
help manufacturers and regulators answer 
the question: “Does the evidence (included in 
the regulatory submission) support the con-
clusion that the AI is safe and performs suffi-
ciently well to justify entry into the market and 
public access?”19. Manufacturers and regu-
lators should adopt principles as a guiding 
foundation and take complementary actions 
to assess whether the AI system is safe and to 
verify that its performance claims can be sub-
stantiated and maintained overtime, through 
the deployment of validation methodologies 
as well as establishment of robust and timely 
post market surveillance systems. 

Global institutions have published a total of 30 
policies and more than 90 standards on AI/ML 
applications have been - or are planned to be 
- published (Lists in Annexes 3 and 4) (Figure 1).

2.3. Mechanism Interoperability

Figure 1: Representation of the distribution of AI governance mechanisms [non-exhaustive]                   
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A report published by the Inter-Agency Work-
ing Group on Artificial Intelligence (IAWG) and 
ITU in 2024 found that over 20 policies have 
already been published by the UN’s Agencies 
about AI governance or AI in healthcare 10 (List 
in Annex 2), demonstrating a lack of unified ef-
fort in AI governance even within UN agencies. 
While our review is not exhaustive, the past 
two years have seen a significant increase in 

cross-sectoral AI policies, with more than 20 
documents published in 2022 alone (Figure 2). 

At the current pace of documentation devel-
opment, 2024 could be just as, if not more, 
productive. The surge in global policies may 
be driven by the widespread public advance-
ments in AI - particularly OpenAI’s ChatGPT 
- and the rapid adoption of AI across various 
sectors. This has likely intensified pressure on 
global regulators to devise new strategies and 
accelerate the release of AI policies. 

The WHO has released three documents spe-
cifically for AI in health stating ethical princi-
ples to be upheld and general governance 
recommendations for AI and Generative AI. 
In collaboration with ITU/WHO and stemming 
from the FG-AI4H work, one publication “reg-
ulatory considerations on artificial intelligence 
for health” was released in 2023. The OECD re-

leased an analysis for healthcare and provid-
ed policy recommendations in their 2024 “AI in 
health: huge potential, huge risk”20.
The IMDRF published in 2022 “Machine Learn-
ing-enabled Medical Devices: Key Terms 
and Definitions” and in 2024 a draft for “good 
machine learning principles”. However, only 
approximately one-quarter of the gover-
nance mechanisms are healthcare-specif-

ic. In particular, the ITU/WHO Focus Group on 
AI for Health (FG-AI4H) has approximately 30 
pre-publication documents covering various 
aspects of clinical evaluations for AI, including 
but not limited to essential considerations for 
regulating the full AI lifecycle, best practices 
for AI development, and processes for techni-
cal and clinical validation. These publications 
and recommendations are expected to be 
released in the upcoming years21,22. However, 
their recommendations are currently adviso-
ry, and it is yet to be determined if they will be 
officially endorsed by relevant institutions or 
nations. 

Positively, this documentation surge reflects 
a growing recognition of the importance of 
practical and process-oriented mechanisms 
in ensuring the ethical, responsible, and effec-
tive deployment of AI. There is convergence 
on the need to move from principles to prac-

Figure 2: Timeline of AI policies released per year
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tice as many of the policies released in 2024 
provide either recommendations, standards, 
frameworks, checklists or toolkits that can di-
rectly and indirectly affect the processes and 
expectations for AI’s development. This marks 
a refreshing shift, to increase the potential ap-
plicability of these policies. It is expected that 
policymakers have progressed from the “un-
derstand” stage, where they recognize the po-
tential benefits and risks of AI, to the “shape” 
stage, where they are actively seeking to influ-
ence how AI is developed and used as well as 
mitigate the risks it can bring23.

The AI policies encompass various thematic 
areas, incorporate diverse regulatory mecha-
nisms, and address a range of technologies, 
as detailed in Table 2. Many AI policies in-
clude principles, best practices, development 
recommendations, or recommendations for 
regulatory frameworks. More than half of the 
policies include recommendations for AI de-
velopment or for regulatory frameworks with a 
varying degree of details and strengths. Many 
institutions have either established their own 
set of AI principles or endorsed those devel-
oped by other global organizations. While the 
majority of policies (23) address AI as a general 
concept, some have also focused on Machine 
Learning (ML). Particularly in the past year, 
there is greater focus on large multi-modal 
models (LMMs) and Generative AI.
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WHO Ethics and governance of artifi-
cial intelligence for health (2021) AI Yes

WHO

Ethics and governance of ar-
tificial intelligence for health: 
Guidance on large multi-modal 
models (2024)

Large 
Multi-modal 
models

Yes

WHO/ITU 
(FGAI4H)

Regulatory considerations on 
artificial intelligence for health 
(2023)

AI Yes

WHO/ITU 
(FGAI4H)

DEL2.2 Good practices for health 
applications of machine learn-
ing: Considerations for manu-
facturers and regulators (2022)

Machine 
Learning

Yes

WHO/ITU 
(FGAI4H)

DEL0.1 Common unified terms in 
artificial intelligence
for health (2022)

AI Yes

WHO/ITU 
(FGAI4H)

DEL7.4 Clinical evaluation of AI 
for health (2023) AI Yes

IMDRF

IMDRF/AIMD WG/N67 
(Edition 1)
Machine Learning-enabled 
Medical Devices: Key Terms and 
Definitions (2022)

Machine 
Learning

Yes

IMDRF

IMDRF/AIWG/N73 DRAFT: 2024 
Good machine learning practice 
for medical device develop-
ment: Guiding principles

Machine 
Learning

Yes

UN

A/78/L.49: Seizing the opportuni-
ties of safe, secure and trust-
worthy AI systems for sustain-
able development (2024)

AI

UN Interim Report: Governing AI for 
Humanity (2023) AI

UNESCO
UNESCO Recommendation on 
the Ethics of Artificial Intelligence 
(2021)

AI

UNESCO
Ethical impact assessment: a 
tool of the Recommendation on 
the Ethics of Artificial Intelligence 
(2023)

AI
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UNESCO

Readiness assessment method-
ology: a tool of the Recommen-
dation on the Ethics of Artificial 
Intelligence (2023)

AI

UNICEF Policy Guidance on AI for Chil-
dren (2021) AI

UNICEF

Core Considerations for Explor-
ing AI Systems as Digital Public 
Goods - developed together 
with (DPGA) (2023)

AI

OECD OECD AI Principles (2019) AI

OECD

Recommendation of the Council 
on AI (the Recommendation) 
(OECD/LEGAL/0449 amended 
03/05/2024)

AI

OECD
OECD FRAMEWORK FOR THE 
CLASSIFICATION OF AI SYSTEMS 
(2022)

AI

OECD

TOOLS FOR TRUSTWORTHY AI: A 
FRAMEWORK TO COMPARE IMPLE-
MENTATION TOOLS FOR TRUST-
WORTHY AI SYSTEMS (2021)

AI

OECD AI IN HEALTH HUGE POTENTIAL, 
HUGE RISKS (2024) AI Yes

OECD

AI, data governance and pri-
vacy. SYNERGIES AND AREAS OF 
INTERNATIONAL CO-OPERATION 
(2024)

AI

IEEE IEEE Ethically Aligned Design 
(2020) AI

HealthAI - The Global Agency for Responsible AI in Health 24



Organi-Organi-
zationzation

Name of Name of 
InstrumentInstrument

THEMATIC AREASTHEMATIC AREAS

Te
ch

no
lo

gy
Te

ch
no

lo
gy

He
al

th
 S

pe
ci

fic
He

al
th

 S
pe

ci
fic

G
en

er
al

 A
I’s

 C
on

ce
p-

G
en

er
al

 A
I’s

 C
on

ce
p-

tu
al

 C
la

rifi
ca

tio
ns

 o
r 

tu
al

 C
la

rifi
ca

tio
ns

 o
r 

Po
si

tio
n 

St
at

em
en

t
Po

si
tio

n 
St

at
em

en
t

G
ui

di
ng

 P
rin

ci
pl

es
 

G
ui

di
ng

 P
rin

ci
pl

es
 

(e
th

ic
al

 o
r 

(e
th

ic
al

 o
r 

pr
oc

ed
ur

al
)

pr
oc

ed
ur

al
)

Re
co

m
m

en
da

tio
ns

 
Re

co
m

m
en

da
tio

ns
 

fo
r A

I’s
 d

ev
el

op
m

en
t 

fo
r A

I’s
 d

ev
el

op
m

en
t 

&
 im

pl
em

en
ta

tio
n

&
 im

pl
em

en
ta

tio
n

Re
co

m
m

en
da

tio
ns

 
Re

co
m

m
en

da
tio

ns
 

fo
r r

eg
ul

at
or

y 
fo

r r
eg

ul
at

or
y 

fr
am

ew
or

k
fr

am
ew

or
k

G7

Hiroshima Process: Industry, 
Technology and Digital Minis-
terial Declaration and Annex3 
“Advancing the Outcomes of the 
Hiroshima Artificial Intelligence 
Process (HAIP)” (March 15, 2024)

AI

G20 G20 AI Guidelines (2019) AI

WEF
AI for Impact: The PRISM Frame-
work for Responsible AI in Social 
Innovation (2024)

AI

WEF
Presidio AI Framework: Towards 
Safe Generative AI Models 
(2024)

Generative 
AI

WEF
Unlocking Value from Genera-
tive AI: Guidance for Responsible 
Transformation (2024)

Generative 
AI

WEF
Generative AI Governance: 
Shaping a Collective Global 
Future (2024)

Generative 
AI

WEF
The Presidio Recommendations 
on Responsible Generative AI 
(2023)

Generative 
AI

WEF
A Framework for Developing a 
National Artificial Intelligence 
Strategy (2019)

AI

Table 2: Thematic areas covered by global AI policies: 

                indicates an explicit coverage of the thematic area in the policy. 

               indicates only high-level mentions of the thematic area, for example, general 
               considerations for AI regulatory frameworks or endorsing principles from another 
               document in the list published by the same institution

HealthAI - The Global Agency for Responsible AI in Health 25



2.3.1. Principles for AI 

According to the PNAI, already in 2020 there were over 160 organizational, national, and interna-
tional sets of AI governance principles5. However, they acknowledge the lack of a common plat-
form to harmonize these initiatives. This is a common challenge observed in global governance 
efforts. 

From an international perspective, the following principles have been established for AI in health: 

WHO (ethical principles): (1) Protecting human autonomy; (2) Promoting human well-being 
and safety and the public interest; (3) Ensuring transparency, explainability, and intelligibility; (4) 
Fostering responsibility and accountability; (5) Ensuring inclusiveness and equity; (6) Promoting 
AI that is responsive and sustainable.

IMDRF (draft: guiding principles for good machine learning practice): (1) The device’s intended 
use/ intended purpose is well understood, and multidisciplinary expertise is leveraged through-
out the total product life cycle; (2) Good software engineering, medical device design, and secu-
rity practices are implemented; (3) Clinical study participants and datasets are representative of 
the intended patient population; (4)  Training datasets are independent of test sets; (5) Selected 
reference standards are fit-for-purpose; (6) Model choice and design are tailored to the avail-
able data and the intended use/ intended purpose of the device; (7) Performance is assessed 
with a focus on the human-AI team in the intended use environment; (8) Testing demonstrates 
device performance during clinically relevant conditions; (9) Users are provided with clear, es-
sential information; (10) Deployed models are monitored for performance and re-training risks 
are managed.

OECD (principles for responsible stewardship of trustworthy AI a): (1) Inclusive growth, sustain-
able development and well-being; (2) Respect for the rule of law, human rights and democratic 
values, including fairness and privacy; (3) Transparency and explainability; (4) Robustness, se-
curity and safety; (5) Accountability. 

To analyze AI principles, the OECD developed a framework that aligns each principle with desired 
outcomes and the mitigated risks20. For example, the principle of “transparency and explainabil-
ity” addresses the risks of AI systems lacking transparency and the potential for biases. When 
this principle is implemented, the outcome is an AI system that is clear, trusted, and easily un-
derstood. The interoperability of AI principles can thus be viewed through the lens of achieving 
desired outcomes while mitigating shortcomings.

While some principles may support multiple outcomes or institutions may use different termi-
nology, there is already a significant degree of alignment when principles are analyzed through 
the lens of their desired outcomes (Table 3). The most frequently referenced desired outcomes in 
AI principles include: (i) ensuring processes that are transparent and understandable to stake-
holders (transparency/explainability/intelligibility); (ii) promoting human and societal well-be-
ing (safety, do no harm, respect for human rights, human-centered values); (iii) establishing 
clear mechanisms for accountability and responsibility; (iv) ensuring equitable access and out-
comes, avoiding bias and discrimination (justice, equity, fairness, non-discrimination); and (v) 
respecting privacy and data security.

a Endorse to be applicable to healthcare in OECD “AI IN HEALTH HUGE POTENTIAL, HUGE RISKS (2024)”
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However, some important considerations - 
such as economic, social and environmental 
costs (of use, misuse, and under use), infor-
mation integrity, dignity and the need for par-
ticipatory approaches - are less prominently 
reflected in the principles. An interesting con-
trasting example is the WHO’s Pan-American 
Health Organization (PAHO) principles ‘for the 
use of AI in public health,’ which explicitly em-
phasize human dignity, openness, and scien-
tific integrity - principles that are not com-
monly observed on a global scale24. However, 
in 2024, transparency and explainability con-
tinue to be central themes in the global dis-
cussion. Many principles are often grouped 
into broader categories such as well-being, 
security, or “do no harm.” This is likely be-
cause most principles (from 7 out of 9 institu-
tions) are developed within ethical or human 
rights-based frameworks, which are generally 
broader to accommodate diverse moral ex-
pectations across different populations. Pro-
cess-oriented principles (such as those from 
IMDRF or G7) are more explicit about providing 
specific guidance and explicitly address per-
formance expectations. 

Sustainability is treated as a standalone prin-
ciple by only two institutions, while others in-
corporate it into broader concepts like sustain-
able growth or development. These trends are 
consistent with findings from previous land-
scape research on AI principles adopted by 
private companies and global governmental 
institutions25,26. In the UN report on governing 
AI for humanity, similar conclusions are drawn 
due to AI governance efforts already sharing a 
common language around principles like fair-
ness, accountability, and transparency. How-
ever, they also highlighted the absence of key 
debates, such as balancing access with safe-
ty, limited global alignment on AI’s implemen-
tation and addressing present versus future 
risks27.
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DESIRED OUTCOMEDESIRED OUTCOME

Preserve and 
enhance 
human deci-
sion-making

Promote hu-
man and soci-
etal well-being

Perform 
adequately and appropri-
ately

Respect 
fundamental 
rights (privacy 
and security

Ensure equi-
table access 
& outcomes, 
avoid bias and 
discrimination

Foster clear 
accountability 
& responsibility 
mechanisms

Allow trans-
parent & 
understand-
able processes 
to users and 
stakeholders 

Consider long-
term 
environmental 
& resources 
impact

Encourage 
involvement & 
collaboration 
of deiverse 
stakeholders

WHO
Ethics or 
human 
rights- 
based

(1) Protecting 
human 
autonomy

(2) Promoting human well-being and safety and the public 
interest

(3) Ensuring 
inclusiveness 
and equity

(4) Fostering 
responsibility 
and account-
ability

(5) Ensuring 
transparency, 
explainability 
and intelligi-
bility

(6) Promoting AI that is respon-
sive and sustainable

UNESCO
Ethics or 
human 
rights- 
based

(1) Proportionality and Do No 
Harm (2) Safety and Security

(3) Right to Pri-
vacy and Data 
Protection

(4) Fairness 
and Non-dis-
crimination

(5) Respon-
sibility and 
Accountability

(6) Trans-
parency and 
Explainability

(8) Sustain-
ability

(7) Awareness 
& Literacy

(9) 
Multi-stake-
holder and 
Adaptive 
Governance & 
Collaboration

OECD
Ethics or 
human 
rights- 
based

(2) Respect for 
the rule of law, 
human rights 
and demo-
cratic values, 
including 
fairness and 
privacy

1) Inclusive 
growth, sus-
tainable de-
velopment and 
well-being;

(4) Robustness, security and safety

(2) Respect for 
the rule of law, 
human rights 
and demo-
cratic values, 
including 
fairness and 
privacy

(5) Account-
ability

(3) Trans-
parency and 
explainability

1) Inclusive 
growth, sus-
tainable de-
velopment and 
well-being;

UNICEF
Ethics or 
human 
rights- 
based

(1) Support children’s develop-
ment and well-being

(5) Ensure safety for chil-
dren

(4) Protect 
children’s data 
and privacy

(2) Ensure in-
clusion of and 
for children

(3) Prioritize 
fairness and 
non-discrim-
ination for 
children

(9) Create an 
enabling envi-
ronment

(6) Provide transparency, ex-
plainability, and accountability 
for children

(1) Support 
children’s de-
velopment and 
well-being

(7) Empower 
governments 
and business-
es with knowl-
edge of AI 
and children’s 
rights
(8) Prepare 
children for 
present and 
future devel-
opments in AI

G20 
(draw 
from 
OECD)

Ethics or 
human 
rights- 
based

(1) Inclusive growth, sustainable 
development and well-being

(2) Human-centered values and 
fairness

(4) Robustness, security 
and safety

(2) Human-centered values 
and fairness

(5) Account-
ability

(3) Trans-
parency and 
explainability

(1) Inclusive 
growth, sus-
tainable de-
velopment and 
well-being
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DESIRED OUTCOMEDESIRED OUTCOME

Preserve and 
enhance 
human deci-
sion-making

Promote hu-
man and soci-
etal well-being

Perform 
adequately and appropri-
ately

Respect 
fundamental 
rights (privacy 
and security

Ensure equi-
table access 
& outcomes, 
avoid bias and 
discrimination

Foster clear 
accountability 
& responsibility 
mechanisms

Allow trans-
parent & 
understand-
able processes 
to users and 
stakeholders 

Consider long-
term 
environmental 
& resources 
impact

Encourage 
involvement & 
collaboration 
of deiverse 
stakeholders

G7 Pro-
cess-based

(1) Take appropriate measures throughout the development of advanced AI 
systems, including prior to and throughout their deployment and placement on 
the market, to identify, evaluate, and mitigate risks across the AI lifecycle.

(5) Develop, implement and close AI governance and risk management 
policies, grounded in a risk-based approach – including privacy policies, and 
mitigation measures, in particular for organizations developing advanced AI 
systems

(6) Invest in and implement robust security controls, including physical security, 
cybersecurity and insider threat safeguards across the AI lifecycle

(7) Prioritize research to mitigate societal, safety and security risks and prioritize 
investment in effective mitigation measures

(2) Patterns of misuse, after de-
ployment including placement 
on the market

(3) Publicly report advanced AI 
systems’ capabilities, limitations 
and domains of appropriate 
and inappropriate use, to sup-
port ensuring sufficient trans-
parency, thereby contributing to 
increase accountability.

(4) Work towards responsible 
information sharing and report-
ing of incidents among organi-
zations developing advanced AI 
systems including with industry, 
governments, civil society, and 
academia.

(5) Develop, implement and 
close AI governance and risk 
management policies, ground-
ed in a risk-based approach 
– including privacy policies, and 
mitigation measures, in partic-
ular for organizations develop-
ing advanced AI systems
(6) Develop and deploy reliable 
content authentication and 
provenance mechanisms, 
where technically feasible, 
such as watermarking or other 
techniques to enable users to 
identify AI-generated content

(8) Prioritize 
the devel-
opment of 
advanced AI 
systems to 
address the 
world’s great-
est challenges, 
notably but not 
limited to the 
climate crisis, 
global health 
and education

UN (also 
ITU)

Ethics or 
human 
rights- 
based

(1) Do no harm

(7) Human autonomy and 
oversight

(2) Defined purpose, neces-
sity and proportionality

(3) Safety and security

(3) Safety and 
security

(6) Right to 
privacy, data 
protection and 
data gover-
nance

(4) Fairness 
and non-dis-
crimination

(9) Responsi-
bility and
accountability

(8) Trans-
parency and 
explainability

(5) Sustain-
ability

(10) Inclusion 
and participa-
tion
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DESIRED OUTCOMEDESIRED OUTCOME

Preserve and 
enhance 
human deci-
sion-making

Promote hu-
man and soci-
etal well-being

Perform 
adequately and appropri-
ately

Respect 
fundamental 
rights (privacy 
and security

Ensure equi-
table access 
& outcomes, 
avoid bias and 
discrimination

Foster clear 
accountability 
& responsibility 
mechanisms

Allow trans-
parent & 
understand-
able processes 
to users and 
stakeholders 

Consider long-
term 
environmental 
& resources 
impact

Encourage 
involvement & 
collaboration 
of deiverse 
stakeholders

IEEE
Ethics or 
human 
rights- 
based

(1) Human 
rights: Re-
specting and 
protecting 
internationally 
recognized 
human rights

(2) Well-be-
ing: Prioritizing 
the overall 
well-being of 
humanity and 
the environ-
ment

(5) Minimizing misuse: De-
signing systems to achieve 
their intended purpose 
while minimizing unintend-
ed consequences

(1) Human rights: Respecting 
and protecting internationally 
recognized human rights

(3) 
Accountability: 
Ensuring that 
designers and 
operators are 
responsible 
and account-
able

(4) Transpar-
ency: Ensuring 
AI systems 
operate trans-
parently

(2) Well-be-
ing: Prioritizing 
the overall 
well-being of 
humanity and 
the environ-
ment

IMDRF Pro-
cess-based

(7) Performance is assessed with 
a focus on the human-AI team in 
the intended use environment

(1) The device’s intended 
use/ intended purpose 
is well understood, and 
multidisciplinary expertise 
is leveraged throughout the 
total product life cycle

(3) Clinical study partic-
ipants and datasets are 
representative of the in-
tended patient population

(4) Training datasets are 
independent of test sets

(5) Selected reference 
standards arefit-for-pur-
pose

(6) Model choice and 
design are tailored to the 
available data and the 
intended use/ intended 
purpose of the device

(7) Performance is as-
sessed with a focus on 
the human-AI team in the 
intended use environment

(8) Testing demonstrates 
device performance during 
clinically relevant condi-
tions

(10) Deployed models are 
monitored for performance 
and re-training risks are 
managed

(2) Good 
software 
engineer-
ing, medical 
device design, 
and security 
practices are 
implemented

(9) Users are 
provided with 
clear, essential 
information

(7) Performance is assessed 
with a focus on the human-AI 
team in the intended use envi-
ronment

Table 3: Institutional principles categorized per expected outcome (when these are adopted).
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2.3.2. Frameworks and 
Recommendations for AI

While AI principles provide the general foun-
dation for global regulatory debates, many 
of the reviewed policies include explicit pol-
icy-making recommendations, each with 
varying levels of detail. Most institutions, such 
as WHO/ITU, UN, UNESCO, United Nations Chil-
dren’s Fund (UNICEF), OECD, and WEF, have 
published at least one document dedicated 
solely to recommending specific steps for ef-
fective regulatory frameworks for AI. The WEF 
developed a framework for national AI pol-
icies (2019), UNICEF focused on AI policies for 
children (2023). Recently in 2024, WEF and 
WHO addressed governance of generative 
AI and LMMs, respectively. The WHO’s reg-
ulatory guidelines specifically address the 
unique challenges of AI in health, while oth-
er institutions propose broader, cross-sec-
toral approaches to AI regulation. Generally, 
recommendations can be categorized into 
three areas: first, those suggesting processes 
for developing effective regulations; second, 
those addressing specific regulatory consid-
erations such as accountability mechanisms 
and documentation transparency; and third, 
those recommendations focused on creating 
policies that foster environments conducive to 
the effective development and use of AI, such 
as investing in research and development and 
building human and economic capital. Many 
of the recommendations aimed at fostering 
supportive environments are not unique to AI 
but are standard tools governments use to 
enhance technological growth and deepen 
their understanding of emerging technologies. 
For example, the OECD has provided such sug-
gestions for governments in their 2019’s rec-
ommendations28.

All institutions have expressed their support for 
the development of governance frameworks 
at a global and national level. The WHO has 
recommended that governments must intro-
duce and enforce regulatory standards for AI in 
health19,29. The G20 promoted the development 
of multi-stakeholder, consensus-driven glob-
al AI technical standards and agile policies. 
The OECD suggested establishing methods for 
certification and regulation of AI solutions in 

health20. The WHO has suggested flexible and 
scalable regulatory approaches but has also 
suggested governments consider “adopting 
models of co-regulation with the private sec-
tor to understand an AI technology, without 
limiting independent regulatory oversight”30. 
Other institutions have been less detailed in 
their recommendations for frameworks, fo-
cusing instead on offering guidance around 
the requirements and processes needed to 
effectively evaluate AI systems. International 
institutions like the OECD20,30,31 and WEF32 have 
also advocated for the use of regulatory sand-
boxes in policy development. These controlled 
environments allow for the testing and refine-
ment of new technologies, such as AI, in a safe 
and supervised setting before broad imple-
mentation. 

The UN has emphasized that AI governance 
“cannot rely on self-regulation alone: bind-“cannot rely on self-regulation alone: bind-
ing norms enforced by member states con-ing norms enforced by member states con-
sistently are needed to ensure that public sistently are needed to ensure that public 
interests, rather than private interests, pre-interests, rather than private interests, pre-
vail”vail”27. There is increasing support for adap-
tive regulatory frameworks, rather than rely-
ing on rigid, prescriptive measures. However, 
no institution has yet published a model law 
outlining what such binding norms might look 
like. The European Union’s (EU) AI Act (2024), 
though, serves as a regional example of a po-
tential approach to establishing binding regu-
lations. Other jurisdictions appear to be taking 
inspiration from the EU’s risk-based model. For 
instance, Brazil and Chile have recently intro-
duced bills or drafts for discussion that adopt 
a risk-based approach to AI regulation33. Par-
ticularly, the risk-based approachesrisk-based approaches, which 
prioritize measuring harms and mitigating 
risks in proportion to their impact on life, safe-
ty, security, and other critical areas, are also are also 
increasingly supportedincreasingly supported by international or-
ganizations. The WHO, G7, ITU have proposed 
a risk-based approach to AI regulatory frame-
works19,34,35 while the OECD has recommend-
ed an outcome-based approach29. The UN 
recommended that governments implement 
ethical impact assessments for AI technol-
ogies, while UNICEF proposed a child rights’ 
impact assessment, both implicitly are risk-
based approaches as they evaluate different 
levels of impact. In healthcare, risk-based ap-
proaches have long been used to address the 
nuances and complexities associated with the 
use of technology in patient care, and they are 
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a well-established foundation in MDRs. Rec-
ognizing this, the WHO acknowledges that the 
IMDRF’s risk-based frameworks for SaMD could 
serve as a valuable model for developing ef-
fective regulatory approaches for AI in health19. 
This alignment could ensure that AI technolo-
gies are held to the same rigorous safety and 
performance standards as other medical de-
vices, and potentially utilize already available 
regulatory infrastructure. 

In recently released governance recom-
mendations for LMMs applications in health, 
the WHO explicitly stated that “governments 
should, as resources permit, assign an exist-assign an exist-
ing or new regulatory agencying or new regulatory agency to assess and 
approve LMMs and applications intended for 
use in health care or medicine” 36. Similarly, 
the UN emphasizes that “effective governance 
should leverage existing institutions that will everage existing institutions that will 
have to review their current functionhave to review their current functions in light 
of the impact of AI. New horizontal coordina-New horizontal coordina-
tion and supervisory functionstion and supervisory functions are required 
and they should be entrusted to a new organi-
zational structure”27. Both statements suggest 
that, at the national level, leveraging estab-
lished medical device regulatory processes 
offers a viable path for implementing AI reg-
ulations but that it may require adaptations - 
particularly for addressing 
emerging technologies 
not traditionally classi-
fied as having a medical 
purpose. To establish an 
effective governance sys-
tem for AI in healthcare, 
a combination of regula-
tory frameworks will like-
ly be required. National 
policies could include AI 
standards, binding norms 
based on risk-based ap-
proaches, and regulato-
ry frameworks which also 
offer opportunities for both co-regulation and 
self-regulation. The choice lies within a regula-
tory spectrum: from permissiveness with soft-
er regulations to restrictions through binding 
norms. However, how different jurisdictions will 
implement and strike a balanced, multi-lay-
ered governance framework remains to be 
seen.

There is a growing alignment around two key 

regulatory requirements. First, as discussed, 
transparencytransparency - especially in documentation - 
has become a fundamental principle guiding 
AI development and is widely recommended 
as an essential requirement for enabling hu-
man oversight within regulatory frameworks. 
Transparency is often viewed as a tool that al-
lows for evaluations and to determine thresh-
olds for safe usage of AI technologies. Second, 
in a risk-based approach, impact assess-
ments are essential for accurately defining 
risks and determining the appropriate level of 
mitigation strategies and regulatory require-
ments. The use of impact assessmentsimpact assessments is 
strongly endorsed by leading institutions (such 
as WHO/ITU, UNICEF, UNESCO, UN, OECD, WEF, 
and IEEE) and typically encompass a com-
bination of ethical, human rights, safety, and 
data protection/privacy considerations. Vari-
ous institutions bring their unique perspectives 
to these assessments. For instance, respond-
ing to health-specific needs, the WHO/ITU FG-
AI4H provides recommendations for impact 
assessments that include clinical evaluations, 
pre-market development and post-market 
continuous surveillance. 

UNICEF highlights the importance of including 
children’s rights perspectives in impact assess-

ments - a consideration often overlooked36. 
The WEF emphasizes factors like business im-
pact, operational readiness, and investment 
strategy. Meanwhile, the OECD recommends 
developing measures for the availability, use, 
and impact of AI in health20. Together, trans-
parency and impact assessments form one of 
the most recommended foundations for re-
sponsible AI regulation. Based on the impact 
assessment and determined risk level, other 
regulatory requirements to be recommended 

“AI governance cannot rely on self 
regulation alone: binding norms 
enforced by member states con-
sistently are needed to ensure that 
public interests, rather than private 
interests, prevail”.
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could be risk-proportional. For example, need-
ing more documentation and record-keeping 
for AI systems that are high-risk. The WHO and 
IMDRF have suggested such an approach for 
regulatory frameworks on AI health19,36. While 
an in-depth discussion of cybersecurity, data 
privacy, and data handling requirements is 
beyond the scope of this subsection, it is im-
portant to highlight that health data is typical-
ly classified as sensitive and is generally rec-
ommended to be subject to higher levels of 
security and privacy requirements. 

The WEF highlights a significant issue: although 
there is widespread agreement on the need 
for risk-mitigation strategies and increasing 
endorsement of risk-based frameworks, the 
details remain unclear - especially concerning 
key factors like accountability, effectiveness, 
and benchmarking that are essential for eval-
uating risk 9. Uncertainty exists over when and 
at what stages of the AI design, development, 
and deployment process different guardrails 
should be applied. In terms of benchmarking, 
two recommendations stand out. The WHO 
advises that evaluations should be made 
against widely accepted standards, such as 
human performance in similar tasks or other 
well-established models, like those based on 
logistic regression or validated through ran-
domized control trials, with robust support-
ing evidence 19. The WEF, meanwhile, calls for 
holding AI models accountable to the highest 
established benchmarks while also exploring 
new metrics that go beyond traditional mea-
sures, integrating human-centric dimensions 
33. However, harmonizations in these areas 
have yet to be fully established. 

Another key consideration from a risk per-
spective is the need to categorize and address 
unacceptable risks, especially those deemed 
too high to allow for the continued develop-
ment or implementation of AI systems. How-
ever, discussions around what constitutes un-
acceptable risk are relatively rare on a global 
scale. In the case of the UN, they emphasize 
the need to “refrain from or cease the use of 
artificial intelligence systems that cannot be 
operated in compliance with international hu-
man rights law or that pose undue risks to the 
enjoyment of human rights”37.  WHO suggests 
that regulators may need to ensure develop-
ers have considered whether there are spe-

cific circumstances in which a tool should not 
be used. For example, this could include cas-
es where there is insufficient training data for 
certain patient groups or a lack of validation in 
particular settings, as well as risks associated 
with using the tool outside its intended con-
text 19. However, what specific AI technologies 
will be deemed unacceptable for use in health 
has yet to be clearly defined. Establishing ex-
plicit guidelines will require careful consider-
ation of ethical concerns, safety, compliance 
with human rights standards, and potential 
risks to human well-being. These determina-
tions will likely evolve as regulatory bodies, in-
dustry experts, and international organizations 
work to establish clear criteria for evaluating, 
validating and categorizing (very) high-risk AI 
technologies in health.

2.3.3. Standards for AI

As illustrated previously in Figure 2, standards 
are the most common mechanism for AI gov-
ernance. ISO/IEC 42001:2023 is the world’s first 
international standard dedicated to AI man-
agement systems, which was developed 
through international collaboration involv-
ing diverse stakeholders. Additionally, the ITU 
has been developing international AI-related 
technical standards across multiple sectors. 
To date, it has published over 100 standards, 
many of which focus on technical architec-
ture or sectors not directly related to health-
care. There are reports of 120 more standards 
currently in development as of 2024 10. While 
standards can complement other governance 
mechanisms - because they provide the 
technical foundations that support regulatory 
frameworks, guide industry best practices, and 
offer structured frameworks for self-regulation 
-  the increasing amount of documentation is 
a potential challenge for innovators and reg-
ulators worldwide10,38. At the current high-level 
summary, we are unable to evaluate the de-
gree of harmonization among the standards, 
however, fragmentation and inconsistency is 
a likely challenge that global institutions may 
face with every new document published. The 
sheer number of standards can overwhelm 
organizations, complicating implementation 
and increasing costs associated with com-
pliance, training, and development. There are 
also multiple gaps regarding their enforce-
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ability and overcoming this hurdle requires 
concerted effort from country-level regulators 
and innovators alike to incentivize - or man-
date - compliance. 

The WEF also recognized that there are con-
cerns that substantial divergences in ap-
proaches to setting AI standards threaten 
a further fragmentation of the international 
AI governance landscape, lending to down-
stream social, economic and political impli-
cations internationally6. According to the WEF, 
there is no assurance that every country will 
adhere to these standards, particularly if there 
are concerns that local interests were not ade-
quately considered during their development. 
Therefore, it is essential to create the capacity 
and opportunities for broader participation in 
the standards-making process. 
Many general technology standards would be 
applicable to AI in health, depending on how 
the applications or solutions are implemented. 
As countries develop their national AI in health 
policies, including Medical Device Regulations 
(MDRs), it is essential to observe which stan-
dards gain the most traction. This will inform 
future development efforts and ensure that the 
most effective and widely adopted standards 
continue to adapt to AI’s changing landscape. 
For the ITU, their agenda 2022-2024 was set 
on the fundamental standardization of multi-
media systems and services to support digi-
tal health applications21 . Once fundamental 
infrastructure standards are established, the 
ITU’s focus may shift toward AI, including the 
development of AI-specific standards in areas 
like health. This could lead to an increase in the 
overall number of standards for AI in health.
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2.4. Participatory Engagement

Collaboration at both national and interna-
tional levels is essential for the successful de-
velopment of interoperable AI governance in 
health. Given AI’s complexity and its broad 
impact on global health, coordinated efforts 
across a diverse range of stakeholders—in-
cluding governments, regulatory bodies, 
healthcare providers, developers, manufac-
turers, patients, and civil society - are crucial. 
Effective AI governance in health cannot be 
accomplished in isolation; it demands a col-
lective effort that tackles both the opportuni-
ties and challenges posed by AI, responds to 
the nuances of healthcare systems and ac-
knowledges the important role of communi-
ties. This approach ensures that AI technolo-
gies benefit society while safeguarding safety, 
human rights, and public trust. 

It is widely acknowledged by global institu-
tions that participatory engagement serves as 
a key tool in the policy-making process, en-
abling different groups to contribute their ex-
pertise and perspectives to shape AI policies. 
This engagement operates both at the indi-
vidual group level and on a broader interna-
tional scale, ensuring diverse input and align-
ment across regions. At a group level, global 
institutions widely recognize the need and 
have emphasized the importance of partici-
patory approaches in AI policy development. 
In particular, the WHO highlights the critical 
role of engagement and collaboration among 
diverse stakeholders - such as developers, 
manufacturers, healthcare practitioners, pa-
tients, patient advocates, policymakers, and 
regulatory bodies - to improve the safety and 
quality of AI in health19. In various ways, institu-
tions consistently promote AI governance that 
is inclusive, universal, and collaborative. Par-
ticularly for experts, AI standards offer a strong 
example of how this group-level participation 
can be effective. These standards are built on 
and with expert opinions and require direct 
involvement from relevant stakeholders. This 
collaborative approach forms the foundation 
of work conducted by organizations such as 
the IMDRF, WHO/ITU FG-AI4H, ISO, IEEE, and ITU. 

Unlike other participatory engagements - 
such as UN Groups of Experts, which primarily 
serve in advisory capacities - experts involved 
in standards-setting organizations have the 
authority to directly shape what is expected 
on AI’s developmental lifecycle. These stan-
dards can carry significant weight, influenc-
ing global governance both in practice (de 
facto) and in legal frameworks (de jure). On 
an international scale, the UN’s 2023 interim 
report calls for a global framework that en-
sures equal participation from all member 
states, promoting broad inclusivity, mitigat-
ing the risks of geopolitical competition driv-
ing irresponsible AI development or unequal 
distribution of its benefits27. Similarly, the 
OECD supports fostering knowledge-sharing 
through international, cross-sectoral, and 
open multi-stakeholder initiatives to build 
long-term expertise in AI governance20,29.

While diverse stakeholder engagement is of-
ten promoted in global institutions, a closer 
examination reveals significant disparities in 
representativeness and challenges to mean-
ingful participation in their own AI policies. 
In the case of WHO policies, the majority of 
external contributors tend to predominantly 
from high-income countries, often with dou-
ble the representation compared to other 
income groups19,30,36. The FG AI4H document 
for “Good practices for health applications of 
machine learning” had 12 contributors from 
high-income countries, with a significant 
portion coming from Germany and the USA39. 
The IMDRF Authoring Group on AI/ML had par-
ticipants from 11 high-income countries and 
three upper-middle-income countries, but 
none from low-income countries40. However, 
the African Medical Devices Forum (AMDF) 
and the GHWP represent Africa and Asia in 
IMDRF’s group, respectively. Latin America is 
included through Argentina, Brazil, and PAHO. 
Organizations like the OECD, G20, and G7 are 
represented by their member states, which 
are mostly high-income countries. Industry 
involvement is prominent in the authorship of 
AI policies, with direct collaborations with the 
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WEF, WHO and through industry associations 
in IMDRF. In terms of gender representation, it is 
worth noting that there is a global trend where 
men experts are more prevalent than wom-
en41,42.

The presence of patient voices, advocacy 
groups, and the public in general remains lim-
ited, suggesting a need for further exploration. 
While some lower- to middle-income coun-
tries, such as Brazil, Argentina, Saudi Arabia, 
South Africa, India, and Uganda, are frequent-
ly represented through their experts, many 
others are notably absent from the reviewed 
policies. This disparity may stem from the un-
even global distribution of AI experts, who are 
predominantly male and based in high-in-
come countries41,42. This highlights the need 
for greater efforts to improve participatory 
engagement, including valuing diverse forms 
of expertise, such as the lived experiences of 
patients, and actively building human capital 
to promote broader representation of diverse 
people and countries perspectives. Bélisle-Pi-
pon et al., has cleverly used the term “black-
box problem,” in reference to the opacity sur-
rounding authorship and representation on 
global AI policies - including those developed 
by industry43. UNICEF similarly emphasizes the 
challenge of integrating young perspectives 
into AI governance, an important but often ne-
glected aspect that could provide significant 
benefits if given proper attention. However, 
unless global institutions take the lead in set-
ting a standard for participatory engagement, 
it is unlikely that other organizations will rise to 
the challenge.
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3. Jurisdictions Influencing 
AI Regulations in Health

As outlined in Section 2, countries, when ad-
dressing AI governance in health, commonly 
deploy a combination of soft guardrails, such 
as principles, guidelines, standards and strat-
egies, to encourage the development and 
deployment of Responsible AI in health. On a 
country-level, the creation of binding laws is 
one additional tool commonly used by gov-
ernments to ensure AI is compliant with spe-
cific practices and requirements. 

It is important to note that although no sui It is important to note that although no sui 
generis AI legislation exists yet for the health generis AI legislation exists yet for the health 
sector in many jurisdictions/countries, AI sector in many jurisdictions/countries, AI 
applications in healthcare are not unregu-applications in healthcare are not unregu-
lated and currently fall in the broader cat-lated and currently fall in the broader cat-
egory of existing MDRs concerning SaMD or egory of existing MDRs concerning SaMD or 
software related to medical devicessoftware related to medical devices. Indeed, 
IMDRF defined SaMD as “software intended for 
one or more medical purposes that perform 
those purposes without being part of a hard-
ware medical device. To encourage harmoni-
zation of SaMD regulation in different countries, 
IMDRF has released several guidelines on key 
definitions, risk categorization, quality man-
agement system, clinical evaluation and soft-
ware validation44. Additionally, some countries 
are starting to release specific considerations 
for regulating AI/ML in health such as the UK’s 
ML-enabled medical device guiding principles 
or FDA’s guidelines for AI and medical device 
products. While there are many open ques-
tions regarding the extent to which MDRs can 
effectively support the responsible implemen-
tation of AI in healthcare, at the moment, all 
AI that has a medical purpose - whether ex-
plicitly or implicitly regulated - will most likely 
require compliance with MDRs.
 

Regarding the creation of national AI laws, the 
AI Index Report 2024 put forth by Stanford Uni-
versity, concluded that mentions of legisla-

tion examining AI took place in 128 countries in 
2023 and 32 of them have passed at least one 
AI-related law45. Currently, a total of 148 AI-re-
lated laws have been enacted worldwide. As 
legislators across the globe demonstrate in-
creased interests to regulate AI, moving from 
voluntary alignment to mandatory compli-
ance, a multi-layered regulatory framework 
will eventually emerge for AI applications in 
healthcare, consisting of AI regulations, MDRs 
as well as other fundamental laws addressing 
data, intellectual property and human rights. 

There are multiple global players influencing 
the approach to AI regulatory frameworks in 
distinct ways - as there is currently no unified 
global approach. Given the increased support 
for binding laws, this section will focus on leg-
islation and soft guidance aimed at regulat-
ing AI in health in the USA, EU, United Kingdom 
(UK) and the People’s Republic of China (PRC). 
These global stakeholders have strong geo-
political influence in their regions and world-
wide, and have demonstrated advancements 
towards having government oversight in the 
mitigation of risks posed by AI across vari-
ous sectors. In particular, they have also been 
identified as pioneers in regulating AI in the 
sector of health46,47. Through them, examples 
of how varied approaches towards regulation 
of AI in health can work for different jurisdic-
tional visions and needs would be highlighted. 
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3.1. United States of America
Since its establishment in 1906, the Food and 
Drug Administration (FDA) has positioned it-
self as a leader in the regulation of medica-
tions and medical devices amongst an array 
of other products. Many countries with less 
regulatory capacity rely on strategies where 
FDA-approved health products would follow 
an expedited regulatory process to gain ac-
cess to their local markets. It is therefore not 
surprising that countries around the world con-
tinue to observe FDA’s approach in regulating 
AI applications in health, while calibrating their 
own measures. The Federal Food, Drug, and 
Cosmetic Act (FDCA) is the overarching legal 
framework under which the FDA operates for 
the regulation of drugs and medical devices. 
In 2016, FDCA (Section 520) was amended to 
include specific provisions for SaMD (21st Cen-
tury Cures Act, 2016) where broad guidelines 
for SaMD regulation, such as defining what 
constitutes SaMD, pre-market approval re-
quirements and post-market controls, were 
established48. 

The US FDA has harmonized its regulatory The US FDA has harmonized its regulatory 
framework for SaMD with IMDRF guidelines framework for SaMD with IMDRF guidelines 
while taking in consideration US legislation while taking in consideration US legislation 
and context.and context. The FDA has adopted many IM-
DRF principles and frameworks, including key 
definitions and quality management system 
principles for SaMD. In terms of its risk clas-
sification framework for SaMD, the FDA has 
adapted IMDRF’s four-class system to a three-
class system (I to III with I being low risk and 
III being high risk) to ensure alignment with 
its existing classification for medical devic-
es49. Pre-market clearance (510(k)) is need-
ed to demonstrate safety and effectiveness 
of medical devices from all risk classes, while 
pre-market approval is required for class III 
devices which support human life, prevent 
impairment of human health, or present high 
risks of illness or injury50. De Novo classification 
is another regulatory process for devices that 
present low to moderate risk but do not have a 
legally marketed predicate. 

However, it has been acknowledged that 
the above-mentioned regulatory pathways 
are insufficient when regulating adaptive 
AI and other ML technologies51. A paradigm 
shift is warranted and since 2019, the FDA since 2019, the FDA 
has published discussion papers, ac-has published discussion papers, ac-
tion plans and guiding principles, put-tion plans and guiding principles, put-
ting forth regulatory considerations for AI/ting forth regulatory considerations for AI/
ML-based SaMD.ML-based SaMD. Notably, ten guiding prin-
ciples for Good Machine Learning Prac-Good Machine Learning Prac-
tice for Medical Device Developmenttice for Medical Device Development were 
published jointly with Health Canada, and 
the UK’s Medicines and Healthcare Products 
Regulatory Agency (MHRA) in 202152. Through 
these principles, emphasis are placed on 
(i) leveraging multi-disciplinary expertise in 
the development of AI/ML-based SaMD, (ii) 
implementing good software engineering 
and security practices; (iii) ensuring repre-
sentation of the targeted patient population 
through inclusive selection of clinical study 
participants and establishment of data sets 
based on best available methods; (iv) main-
taining training and test datasets to be inde-
pendent of each other; (v) designing mod-
els where the clinical benefits are clear and 
known risks actively mitigated with a focus on 
human interpretability of the model outputs; 
(vi) testing the device in clinically relevant 
conditions; (vii) providing users with concise 
and contextually relevant information ap-
propriate for various stakeholders, such as 
patients and healthcare professionals; and 
(viii) monitoring models for performance and 
adverse events once it has been deployed in 
the real-world. It is interesting to note that 
the principles focus mainly on performance 
metrics and do not include ethical and so-
cietal considerations, such as sustainability, 
inclusiveness and equity, which have been 
promoted by international organizations like 
the WHO and UNESCO 30,53.
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Given that significant changes to a model can 
occur post deployment in real-world settings, 
additional regulatory oversight would be nec-
essary to ensure continued safety and effec-
tiveness of the AI/ML-SaMD. To address such 
risks in a timely and continuous manner, FDA 
has also published recommendations and 
guiding principles in 2023 for predetermined predetermined 
change control planschange control plans where during pre-mar-
ket clearance, the manufacturer could provide 
details on predicted planned modifications to 
a device and protocols for implementing and 
controlling them, as well as, how they would 
evaluate the impact resulting from the mod-
ifications54. 

In its latest guidance on ensuring transpar-ensuring transpar-
ency for AI/ML-SaMDency for AI/ML-SaMD (2024), the FDA high-
lighted the need to communicate appropri-
ately to various stakeholders contextually 
relevant information on the intended medical 
purpose and function, product development 
and risk management activities across the to-
tal product lifecycle, performance (including 
summaries of clinical studies demonstrating 
safety and effectiveness and clinically rele-
vant limitations) and where possible, logic, of 
the device55. For such communication to be 
useful and effective, one should have a com-
prehensive understanding of the users, envi-
ronments and workflows and utilize the most 
appropriate media, timing and strategies to 
do so. Finally, the importance of “human-cen-
tered design” which emphasizes on the whole 
user experience and the need to engage end 
users and other relevant stakeholders in the 
design and development of AI/ML-SaMD was 
further underscored in the guidance.

Although there is currently no wider AI leg-there is currently no wider AI leg-
islation in place that would apply to the islation in place that would apply to the 
health sector in addition to MDRshealth sector in addition to MDRs, the Pres-
ident’s Executive Order on Safe, Secure, and 
Trustworthy AI which emphasizes the creation 
of new standards for AI safety and security 
among other directives, have set several ini-
tiatives in motion56. Notably, the National Insti-
tute of Standards and Technology (NIST) has 
released an AI Risk Management Framework 
(NIST AI 100-1, RMF 1.0, 2023) which provides 
recommendations on establishing process-
es, documents, schemes and accountabili-
ty structures to  anticipate, identify, measure 
and mitigate AI risks57. How these voluntary 

suggestions would be taken up in the health 
sector remains to be seen. In addition, the De-
partment of Health and Human Services (HHS) 
has also recently announced a reorganization 
that would strengthen their AI strategy and 
policy function58. The new Assistant Secretary 
for Technology Policy and Office of the Nation-
al Coordinator for Health Information Technol-
ogy (ASTP/ONC) would have additional focus 
on developing AI policy and strategy, and co-
ordinating the department’s approach to AI in 
the sectors of health and human services.

It is interesting to observe how in its efforts to 
govern AI, the USA adopts a sectoral approach, 
as opposed to a horizontal one. In particular, 
for health, current regulatory infrastructure 
and capacity have been leveraged, with ex-
isting health and regulatory agencies having 
opportunities to restructure and reconsider the 
scope and applicability of existing regulations 
for AI in health. This is in contrast to other parts 
of the world, especially Europe, covered next.
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3.2. European Union
The EU has been considered a trailblazer when 
its Council adopted the EU AI Act in May 2024, 
which has since gone into force across all the 
EU member states on the first of August 2024. 
Enforcement of the totality of the provisions of 
the AI Act is expected to take place 24 months 
after. As the world’s first extensive law for AI, As the world’s first extensive law for AI, 
the AI Act (2024) is a horizontal legislation the AI Act (2024) is a horizontal legislation 
which applies across all industries, includ-which applies across all industries, includ-
ing health, and adopts a risk-based ap-ing health, and adopts a risk-based ap-
proach to the regulation of AIproach to the regulation of AI58. 

All AI systems are classified into four catego-
ries depending on whether they have minimal, 
limited, high, and unacceptable risks. AI sys-
tems are always considered to be high-risk if it 
profiles individuals. For example, in the health 
sector, AI systems which use personal data to 
assess various conditions of a patient to cre-
ate an individual profile, such as for diagnosis 
and triage, are classified as high risk. High-risk 
AI systems must comply with requirements, 
including data governance, quality manage-
ment systems, technical documentation, re-
cord-keeping, transparency, human oversight, 
accuracy, robustness, and cybersecurity, risk 
management, and post-market surveillance. A 
conformity assessment is mandated for each 
high-risk AI system before market entry 58 Art. 

43. This assessment can be conducted by pro-
viders themselves through internal processes 
or by third-party Notified Bodies (NBs) 58 Art. 34. 
NBs are accredited organizations authorized 
to evaluate and certify AI systems’ compli-
ance. They conduct pre-market assessment, 
issue CE certificates for compliant products, 
and perform ongoing surveillance of certified 
products. A new assessment is required if the 
AI system undergoes modifications that sig-
nificantly impact its compliance to the AI Act. 
The main objective here is to ensure that the 
AI systems meet the required safety and per-
formance standards before being marketed in 
the EU. 

Before the AI Act came into effect, AI applica-AI applica-
tions in health have been primarily regu-tions in health have been primarily regu-
lated under the “European Medical Devices lated under the “European Medical Devices 

RegulaRegulations” at the EU member state lev-ions” at the EU member state lev-
elel, with the European Medicines Agency (EMA) 
providing technical and scientific support 
during the regulatory process. Medical devic-
es are classified into four risk classes, name-
ly I, IIa, IIb or III, depending on their intended 
medical purposes59. AI/ML-SaMDs are gener-
ally classified as Class IIa, IIb or III. For exam-
ple, AI systems used for interpreting diagnostic 
images as well as for monitoring patient vitals 
and providing alerts for critical conditions are 
classified as Class IIa or IIb. On the other hand, 
AI systems that provide therapeutic decision 
support are often classified as Class IIb or III. 
Similar to the AI Act, under the EU MDRs, Class 
IIa, IIb, and III AI systems will also have to under-
go a NB conformity assessment 59 Article 51, Annex VIII. 
In particular, it has to be subjected to compre-
hensive clinical evaluations to demonstrate its 
safety and performance. Quality management 
system that covers the entire life cycle of the 
AI/ML-SaMD, together with a robust post-mar-
ket surveillance system should be in place. To 
enhance traceability and transparency, the 
use of Unique Device Identifiers is mandatory. 

It is not yet clear how the AI Act will inter-It is not yet clear how the AI Act will inter-
play with the EU MDRsplay with the EU MDRs. Currently, the AI Act 
could potentially complement the EU MDRs, 
and any AI/ML-SaMD must comply with both 
legislation, ensuring they meet safety, efficacy 
and ethical standards60. Table 4 further high-
lights key areas of interplay between the two 
legislations.

There is evidence that regulations in Europe 
can affect how other regulators implement law 
in different world regions and it is currently still 
an open question how the AI Act will influence 
AI legislative initiatives globally. The Brussels 
effect, a term coined by Anu Bradford in 2012, 
describes the EU’s ability to influence norms 
and standards beyond its borders through 
market mechanisms61. Indeed, the General 
Data Protection Regulations (GDPR) has im-
pacted data protection legislative debates in 
the USA, Latin America, Africa, and Asia62.  
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Area of Area of 
ConsiderationConsideration Interplay between EU AI Act and EU MDRsInterplay between EU AI Act and EU MDRs

Risk 
classification

Both adopt a risk-based approach but apply different classification 
criteria:

1. MDRs use specific medical-related criteria based on intended use 
and potential risk of harm to users while AI Act employs broader 
criteria that considers the impact of the AI systems on fundamental 
rights and safety.

2. 
3. AI/ML-SaMD that fall under risk classes IIa, IIb or III under the MDRs 

are automatically classified as high risk AI systems under the AI Act.

Regulatory 
target

MDRs regulate medical devices as a whole, including AI/ML-SaMD, 
while the AI Act specifically targets the AI component within those de-
vices.

Regulatory 
requirements

There are overlaps between both legislation in areas like risk manage-
ment, technical documentation and post-market surveillance. 

• However, clinical evaluation is mandated under the MDRs, while 
the AI act has additional requirements with regards to data gover-
nance, human oversight, transparency, accuracy, robustness and 
cybersecurity. 

Conformity 
assessment

The AI Act aims to integrate its conformity assessment procedures with 
the MDRs, allowing for a single assessment by NB authorized for both 
legislations.

• In terms of technical documentation, a single set of documentation 
for both legislation is permitted.  

Table 4: Significant areas of interplay between the EU AI Act and the EU MDRs

Within two years of its launch, major tech companies were seen announcing their implementa-
tion of GDPR for all their customers globally62. It will therefore not be surprising if the EU AI Act will 
have a similar global influence. The AI Act has already raised the profile of and increased dia-
logues on the risks associated with AI applications in everyday life, including health. 

During its finalization, the AI Act has received iterative changes to accommodate concerns about 
the AI Act stifling innovation within the region. The EU has also been in active exchanges with in-
ternational partners outside the EU regarding this legislation, with the EU-US Trade and Technol-
ogy Council as an example of such a cooperation. These actions demonstrate commitments by 
the EU to strike a regulatory balance between keeping citizens safe and promoting innovation, 
as well as adopting a participatory engagement approach in their development of regulatory 
frameworks.
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3.3. People’s Republic of China
The Center for Medical Device Evaluation 
(CMDE) of the National Medical Products Ad-
ministration (NMPA) has the responsibility of 
regulating and registering all medical devic-
es entering the Chinese market. Emphasis is 
placed on standards management, process-
es for quality assurance, and post-market risk 
management63. In the area of AI/ML-SaMD, 
CMDE has released several important regula-
tory guidelines. In 2019, it published a report In 2019, it published a report 
on the “Elements for the Review of Deep on the “Elements for the Review of Deep 
Learning-Assisted Decision-Making Soft-Learning-Assisted Decision-Making Soft-
ware for Medical Devices”ware for Medical Devices”64. The scope of 
the regulation includes deep-learning-based 
decision support software which uses medi-
cal data to assist in clinical decision-making. 
Within the report, there is a focus on: (i) soft-
ware requirements analysis; (ii) data quality 
control, with emphasis on diverse and rep-
resentative data; (iii) good design and gen-
eralization of the algorithm, with attention to 
interpretability, robustness and reproducibili-
ty; (iv) risk management, in particular clinical 
risk throughout the software lifecycle; (v) and 
validation, including clinical trials and evalua-
tion, to ensure the safety and effectiveness of 
the software. Additional considerations on ad-
dressing cybersecurity threats were also high-
lighted. 

In 2021, CMDE further released “Guiding In 2021, CMDE further released “Guiding 
Principles for Defining the Classification Principles for Defining the Classification 
of AI Medical Software Products”of AI Medical Software Products”, aiming 
to guide the classification and quality control 
strategies of AI medical devices based on their 
intended clinical use, the type of data the sys-
tem processes, its core functions, and poten-
tial risks to patients65. AI medical devices with 
low risk are classified as Class I and assessed 
according to existing medical device regula-
tions, while AI medical software with high risk 
is classified and regulated as Class II and III 
medical devices if they are used for non-de-
cision support and clinical decision support 
respectively. More recently in 2022, the or-in 2022, the or-
ganization launched the “Guidelines for ganization launched the “Guidelines for 
the Review of AI Medical Device Registra-the Review of AI Medical Device Registra-
tions”tions”, which provide an extensive regulatory 
framework for ensuring proper technical eval-
uation and quality assurance of Class II and 

III AI medical devices66. These guidelines not 
only outline standards for the establishment 
of quality management systems covering the 
total product lifecycle, including the conduct 
of an algorithm traceability analysis, but also 
highlight considerations on cyber- and data 
security and human factors design to improve 
usability.

In terms of horizontal AI legislation which would 
also be applicable to the health sector, the Cy-
berspace Administration of China, along with 
six other Chinese regulators, jointly issued the 
“Interim Measures for the Management of “Interim Measures for the Management of 
Generative Artificial Intelligence Services” Generative Artificial Intelligence Services” 
in 2023in 202367. Based on previous regulations con-
cerning deep synthesis68 and algorithm man-
agement69, the Interim Measures have been in 
effect since 15 August 2023 and apply to the 
development and use of generative AI tech-
nologies, including in medical applications, to 
provide services to the public within China’s 
territory. The Interim Measures introduced a 
“classified and graded” regulatory oversight 
which suggests a risk-based approach, but the 
specific classifications have yet to be released 
by the relevant authorities. It is interesting to 
note that such an approach is applied at the 
sectoral level where providers from varied in-
dustries will be regulated by different authori-
ties and departments. This is in contrast to the 
generalized approach provided by the EU AI 
Act. Notably, providers must conduct security 
assessments and file algorithm information 
for services with “public opinion attributes” or 
“social mobilization capacity”, label generat-
ed content conspicuously as AI-generated, as 
well as establish service agreements between 
them and the users, specifying rights and ob-
ligations of both parties. Given the strong em-
phasis on balancing innovation and security, 
the Interim Measures demonstrate both the 
PRC’s global ambitions towards AI innovations, 
and its commitment in developing a compre-
hensive AI law in the future70. 
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Finally also in 2023, the Chinese government 
launched the Global AI Governance InitiativeGlobal AI Governance Initiative 
where it calls on countries worldwide to col-
laborate on AI governance through knowledge 
exchange and technical cooperation amongst 
diverse stakeholders, namely, governments, 
international organizations, private sector, re-
search academia, civil society organizations 
and even individuals71. Notably, emphasis is 
placed on (i) promoting people-centric ap-
proaches to the sustainable development of 
AI; (ii) developing AI for good by taking into ac-
count relevant global legislation and “human-
ity’s common values of peace, development, 
equity, justice, democracy, and freedom”; (iii) 
using a risk-based and agile approach in the 
assessment and evaluation of AI systems; 
(iv) putting ethics first and adhering to prin-
ciples of fairness and non-discrimination; (v) 
promoting participatory engagement from 
diverse stakeholder to achieve broad con-
sensus; and (vi) expanding representation of 
developing countries in global AI governance. 
The initiative demonstrates an alignment with 
existing international perspectives and bores 
well for further harmonization of global AI reg-
ulatory efforts. 
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3.4. United Kingdom
Under the Medicines and Healthcare Products 
Regulatory Agency (MHRA), the “Software and Software and 
AI as a Medical Device Change ProgrammeAI as a Medical Device Change Programme”, 
was established in 202172. It represents MHRA’s 
effort to adapt its regulatory framework to the 
unique challenges presented by SaMD and AI 
as a medical device (AIaMD). The programme 
consists of eleven work packages, focusing 
on key reforms across SaMD lifecycle, includ-
ing cybersecurity and data privacy risks, and 
post-market evaluation, while also addressing 
challenges specific to AIaMD including AI al-
gorithm bias, and interpretability of AI. One of 
the work packages aims to reform classifica-
tion rules for SaMD (four risk categories) such 
that it is more aligned to the IMDRF “SaMD: SaMD: 
Possible Framework for Risk Categorization Possible Framework for Risk Categorization 
and Corresponding Considerationsand Corresponding Considerations”73. 

MHRA is also working with the National Institu-
tion for Health and Care Excellence (NICE) and 
the National Health Service (NHS) England on 
the Evidence Standards Framework for Digital 
Health Technologies to ensure this aligns with 
SaMD classification rules wherever possible74. 
The framework was first published by NICE in 
2019, providing the regulatory framework for 
a range of prod-
ucts such as apps, 
software, and on-
line platforms that 
can be standalone 
or combined with 
other health prod-
ucts. In addition, it 
introduced the idea 
of a pilot regulatory 
sandbox, AI-Airlock, 
for AIaMD, which 
was launched in 
May 202475. This pro-
active, collaborative 
and agile approach 
aims to identify and address challenges faced 
by AIaMD. A key difference between the AI Air-
lock and other regulatory sandboxes is the 
need for collaboration across many regulato-
ry, governance, and assurance organizations 
in healthcare. It will bring together expertise 
from within MHRA and key partners including 

the UK Approved Bodies, the NHS, and other 
regulators to test a range of regulatory issues 
for AIaMD using real-world products.

In addition, the Regulatory Horizons Council 
of the UK, which provides expert advice to the 
UK government on technological innovation, 
published “The Regulation of AI as a Medical The Regulation of AI as a Medical 
Device” in November 2022Device” in November 202276, which comple-
ments MHRA’s “Software and AI as a Medical 
Device Change Programme”. Key recommen-
dations were provided to develop a regulatory 
framework that balances patient safety, ef-
fectiveness, and equity with the need to bring 
high-quality AIaMD innovations to patients: 
(i) Increase regulatory capacity and capa-
bility within MHRA; (ii) Create a whole product 
lifecycle regulatory framework that adopts a 
“legislatively-light” approach. It also recom-
mends manufacturers provide evidence of 
safe performance across diverse populations 
and show efforts to improve equity; (iii) Ensure 
an open and transparent regulatory process 
with increased public engagement; (iv) Pur-
sue international collaboration and harmoni-
zation.

With regards to broader AI legislation, the UK 
government issued a white paper titled “A A 
pro-innovation approach to AI regulation” pro-innovation approach to AI regulation” 
(March 2023, and subsequently updated in (March 2023, and subsequently updated in 
August 2023)August 2023)77, and a written response to the 
feedback it received as part of its consultation 
on the white paper (February 2024)78. 

“The government will seek to establish 
the appropriate legislation to place 
requirements on those working to de-
velop the most powerful artificial in-
telligence models”.

- UK Prime Minister Keir Starmer
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Both documents indicate the UK’s context- 
and sector-specific regulatory approach to AI, 
instead of a cross-sectoral one. UK supports a 
principles-based framework for existing sec-
tor-specific regulators to interpret and apply 
to the development and use of AI within their 
domains, stating that this non-statutory ap-
proach currently offers “critical adaptability” to 
keep pace with the rapid advances in AI tech-
nology. Regulators will need to develop sec-
tor-specific guidance on how the cross-sec-
toral principles apply within their domain, 
having due regard that the principles may 
eventually become a “statutory duty on reg-
ulators”. The five key principles include: safety 
and security; transparency and explainability; 
fairness; accountability; and suitable redress.
 
However, in July 2024, the new UK government 
under Prime Minister Keir Starmer outlined 
plans for AI regulation, stating in the King’s 
speech that the government “will seek to es-
tablish the appropriate legislation to place re-
quirements on those working to develop the 
most powerful artificial intelligence models” 
79. This indicates a potentially new direction of 
state-led binding measures on AI, which devi-
ates from the previous agile and non-binding 
approach. The Digital Information and Smart 
Data Bill was also announced, which will be ac-
companied by reforms to data-related laws, 
to support the safe development and deploy-
ment of new technologies, including AI79.

HealthAI - The Global Agency for Responsible AI in Health 45



4. Country Profiles: 
AI Governance Readiness 
in Health
LMICs face unique challenges in establishing 
regulatory mechanisms for AI in health that 
can adequately address local needs while at-
tempting to align with global standards. When 
designing regulatory mechanisms, it is essen-
tial to consider not only ethical and techni-
cal principles but also the cultural, social, and 
historical context as well as the legal system 
of each country. Recognizing the particulari-
ties of each jurisdiction allows for more effec-
tive integration of globally adapted regulato-
ry frameworks into local legal environments, 
thereby strengthening the application and 
enforcement of regulations in each national 
context.

In this section, we present an in-depth 
analysis of AI governance readiness in 
health across four countries with unique 
contexts: Rwanda, Colombia, Lebanon, 
and Pakistan. These countries repre-
sent different regions—Africa, Lat-
in America, Middle East, and Asia 
respectively— offering diverse 
perspectives on the challenges 
and progress in AI health gov-
ernance. Each country profile 
examines four key aspects—
AI governance readiness in 
health, semantic interopera-
bility, mechanism interopera-
bility, and participatory engage-
ment—and provides a summary of 
the key takeaways. This approach 
allows for a nuanced understanding 
of each country’s unique regulatory 
landscape, while comparing their align-
ment with global practices.
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4.1. Rwanda

4.1.1. AI Governance Readiness in Health

The regulatory landscape for AI in health in Rwanda, as in many African countries, is still in its 
nascent stages. There are currently no regulatory instruments specific for AI in health. There are 
however other laws that are implicitly applicable to AI in health, such as laws for data protection 
and privacy, cybersecurity, as well as information and communication technologies, which all 
play an important role in the development and implementation of responsible AI innovations in 
health (Table 5)80.
 
Rwanda’s national AI policy (2023) outlines a clear roadmap for AI adoption across various sec-
tors, including health, with a focus on ethical and responsible AI81. One of the objectives is to po-
sition Rwanda as a champion and global innovator for responsible and inclusive AI. With Rwanda 
being the first low-income country to publish its own national AI policy, it is clear that Rwanda 
wants to play a leading role, particularly in the region, in navigating the complex space of AI gov-
ernance in health in resource-limited settings. The government’s strategic vision, and its efforts 
to build a robust AI ecosystem, including investments in capacity strengthening, infrastructure, 
international collaboration, and establishment of ethical principles, highlight a step in the right 
direction to foster an environment that is conducive to the effective and safe development and 
use of AI, including in health. 

Rwanda currently doesn’t have any regulatory  
instruments specific to AI in health. However, it 
has a comprehensive national AI policy, including  
ethical AI principles for developing and imple-
menting AI. Rwanda emphasizes regional and   
international collaboration to strengthen its AI  

governance readiness.
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Policy AreaPolicy Area Policies Released and EnactedPolicies Released and Enacted Applicability to AI Applicability to AI 
in Healthin Health

National AI 
Strategy National AI Policy (2023) Implicit

Strategy for AI in 
Healthcare

The Fourth Health Sector Strategic Plan for 
2018-2024 (2018)

Implicit, not specific for 
AI in health

AI Laws - - 

AI Laws in Health - - 

Medical Device 
Regulation

Law No. 003 of 2018, Rwanda FDA
Regulation Governing the Registration of Medi-
cal Devices (2020)
Regulations Governing Control of Importation 
and Exportation of Pharmaceutical Products 
and Medical Devices (2021)

Implicit, not specific for 
AI as/in medical device

Inter-related AI 
Policies (non-ex-
haustive) 

Law No. 058 of 2021, Data protection and Priva-
cy Law
National Cybersecurity Policy (2015)
Cybersecurity laws (Law No. 60/2018, Regula-
tion No. 010/R/CR-CSI/RURA/020)
Law No. 24 of 2016, Information and Communi-
cation Technologies

Implicit 

4.1.2. Semantic Interoperability
Rwanda does not explicitly provide a specific definition of AI within the policy documents avail-
able. Instead, the documents tend to dive directly into focus areas such as frameworks for the 
development and implementation of AI technologies, guidelines for ethical AI adoption, and as-
sessment and monitoring tools. Given that Rwanda’s AI regulatory efforts are largely informed 
by international standards and principles82, it will not be surprising that a definition of AI in their 
future policies will take reference from international organizations such as the OECD or WHO to 
ensure harmonized efforts.
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4.1.3. Mechanism 
Interoperability

Rwanda’s national AI policy addresses three 
key areas: (i) Building AI literacy and capaci-
ty; (ii) Creating a secure data ecosystem; (iii) 
Driving responsible AI adoption in public and 
private sectors. To achieve these priorities, 
local institutions such as the Rwanda Utilities 
Regulatory Authority (RURA), Rwanda Infor-
mation Society Authority (RISA), Rwanda ICT 
Chamber, and the Responsible AI Office, are 
working together to develop essential frame-
works and guidelines to ensure that AI tech-
nologies are implemented responsibly and ef-
fectively.
 
Firstly, building 21st century skills and high AI 
literacy ensures that the workforce as well as 
students are trained in data and AI-related 
skills. This highlights the longer-term vision of 
the government to promote AI that is sustain-
able. Capacity strengthening of the regulato-
ry authorities through knowledge training on 
AI and its regulations is also crucial as Rwan-
da develops its regulatory framework for AI in 
health. Secondly, a multi-sectoral taskforce 
will be set up to develop data governance 
frameworks and protocols with standards for 
sharing data ethically, responsibly, and se-
curely. This will build on the existing data pro-
tection and privacy law which mandates the 
need to obtain consent, ensure data security, 
and maintain transparency in data processing 
activities. Thirdly, the RURA developed AI prin-
ciples as foundational guidelines for ethical 
AI development and implementation. These 
guidelines address risks throughout the AI sys-
tem lifecycle and promote responsible and 
trustworthy AI adoption, reflecting the govern-
ment’s commitment to building trust with the 
public. Rwanda’s AI principles are informed by 
international standards and principles, such 
as those from WHO and UNESCO, which em-
phasize beneficence and non-maleficence, 
autonomy, justice and fairness, and explica-
bility and transparency.

4.1.3.1 AI and Medical Devices 
Regulations

Medical devices are regulated under the 
Rwanda Food and Drugs Authority (FDA)83. 

There are regulations governing the regis-
tration of all medical devices before being 
marketed in Rwanda, as well as regulations 
governing the importation and exportation of 
medical devices to ensure compliance with 
regulatory standards. Rwanda FDA has issued 
guidelines to provide manufacturers and im-
porters with detailed instructions on the sub-
mission of documentation for registration of 
medical devices84. Documentation needs to 
provide detailed information on the device’s 
design, intended use, and compliance with 
safety and performance standards.
 
Rwanda’s definition of medical devices is 
largely aligned with that of IMDRF’s85. Although 
there is no specific mention of AI in the doc-
uments, it is stated that standalone software 
is considered to be an active medical device. 
Rwanda also follows the “GHTF/SG1/N15/2006 
Principles of Medical Devices Classification” to 
classify medical devices into four classes (A, B, 
C, D) depending on their risk levels86. It is evi-
dent that Rwanda aligns itself with internation-
al bodies such as IMDRF and formerly Global 
Harmonization Task Force (GHTF), by referenc-
ing their guidelines in areas such as classifica-
tion, principles of conformity assessment, and 
standards in the assessment of medical de-
vices, to ensure compliance with global safe-
ty and performance criteria. It is also explicitly 
stated that Rwanda FDA may rely on regula-
tory decisions from regional, international, and 
other stringent regulatory authorities’ deci-
sions regarding their own product market au-
thorization when it deems necessary.

4.1.4. Participatory 
Engagement

The development of Rwanda’s AI policy in-
volved collaboration with multiple stakehold-
ers, including international organizations and 
local entities, to ensure a comprehensive and 
inclusive approach to AI governance. It is de-
veloped by the Ministry of ICT and Innovation, 
in collaboration with RURA, GIZ FAIR Forward, 
the Centre for the 4th Industrial Revolution 
Rwanda (C4IR), and The Future Society (TFS). A 
robust collective intelligence process was un-
dertaken, engaging over 120 participants 
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1. AI Strategy: 

Rwanda’s national AI policy aims to position the country as one of the pioneers in the region, a 
champion and global innovator for responsible AI and inclusive AI. Despite having a strategic 
vision, Rwanda needs to overcome the challenge of translating broad ethical principles into 
actionable regulations that address the unique risks of AI in the healthcare sector.

2. Regulatory Approach: 

Although there are no regulations specific for AI in health, existing regulatory frameworks such 
as MDRs as well as laws such as data protection and cybersecurity laws implicitly apply to AI 
in health. Rwanda’s approach is informed by international standards and principles, ensuring 
future AI regulations in health align closely with global best practices.

3. Regulatory Focus: 

Rwanda’s regulatory efforts focus on ethical AI development and implementation, with AI 
principles addressing risks throughout the AI lifecycle. Its emphasis on a secure data ecosys-
tem aligns with Rwanda’s broader digital transformation goals and recognizes data as the 
foundation for effective AI systems.

4. Engagement and Collaboration: 

Rwanda’s approach is characterized by a strong emphasis on multi-stakeholder engage-
ment and international collaboration, demonstrating the government’s commitment to build 
trust with the public. Ongoing stakeholder engagement while navigating the rapidly evolving 
AI landscape will require sustained efforts from the government. 

(public sector institutions, private sector, academia, civil society etc.) in 8 workshops, 8 stake-
holder surveys, and multi-stakeholder interviews87.
 
As part of the policy’s implementation plan, an annual industry and society participatory consul-
tation forum is planned to better understand how stakeholders use AI ethics guidelines and any 
operational challenges they face. Through active stakeholder engagement and feedback, the 
guidelines can be updated to reflect input from the consultation forum, government priorities, 
and latest trends in Al development and deployment. 
 
In general, Rwanda emphasizes international collaboration to strengthen its AI readiness. It ac-
tively participates in several regional and global platforms such as the AU, WEF, UNESCO, and 
most recently Rwanda and Singapore announced that they are jointly developing an AI gover-
nance playbook to empower small states.

4.1.5. Takeaways
In summary, there are currently no regulatory instruments specific for AI in health in Rwanda. 
Rwanda’s AI governance readiness in health is characterized by a strategic approach outlined in 
Figure 3 below.
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4.2. Colombia

4.2.1. AI Governance Readiness in Health

Colombia’s regulatory landscape for AI in health is still in its formative stages, with no specif-
ic hard laws in place. Currently, the country relies more on cross-sectoral AI policies, existing 
healthcare regulations, and inter-related AI policies such as data protection law to guide the 
use of AI in health (Table 6). As the first steps towards establishing a comprehensive regulatory 
framework for AI in health, the government has been shaping the country’s AI ecosystem through 
strategic directions and numerous policy initiatives. Since 2018, the country has been governed 
by a pro-technology government and has been investing in new AI policy initiatives. The imple-
mentation of AI policies in Colombia is supported by a high-level task force within the Office of 
the Presidency, ensuring political will, coordination, and policy continuity among various minis-
tries and agencies88. 
 
The AI Task Force, together with local entities such as the National Council for Economic and 
Social Policy (Consejo Nacional de Política Económica y Social, or CONPES), and the Ministry of 
Science, Technology and Innovation (MinCiencias), guide the government on AI-related issues, 
including the development of Colombia’s AI strategy89. Colombia is amongst the first three coun-
tries in the Latin American region to publish its AI strategy. What distinguishes Colombia’s strat-
egy from those of other countries in the region is its inclusion of objectives specifically related to 
responsible AI, including the establishment of the region’s first AI ethics framework. Colombia’s 
approach of utilizing regulatory sandboxes and innovation hubs such as the “sandbox on privacy 
by design and by default in AI projects” reflects its proactive approach in addressing privacy and 
data concerns, which are implicitly applicable to AI in health90. This approach aims to balance 
innovation with user protection and is seen as a way to overcome the challenges of traditional 
regulatory models.
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Colombia has a comprehensive national AI strategy 
with a strong emphasis on ethical AI principles. Current-
ly, there is no hard laws that govern AI in health, but the 
2024 roadmap for ethical and sustainable adoption of AI 
across sectors, including in healthcare, is an indication of 
Colombia’s commitment to strengthen its AI governance 

readiness in health. 



Policy AreaPolicy Area Policies Released and EnactedPolicies Released and Enacted Applicability to AI Applicability to AI 
in Healthin Health

National AI 
Strategy

CONPES 3975, National Policy for Digital Trans-
formation and Artificial Intelligence (2019)
Presidential Guidelines on the Use of AI (2021)
Roadmap for Ethical and Sustainable Adoption 
of AI in Colombia (2024)

Implicit

Strategy for AI in 
Healthcare

National Telehealth Plan 2021-2030
Resolution 866 of 2021: Regulates the creation 
of electronic health records

Implicit, not specific for 
AI in health

AI Laws

Bill 200 of 2023: Adapt the criteria of respect 
and protection of human rights for AI (pro-
posed but not approved yet)
Bill 059 of 2023: Public policy guidelines for the 
development, use, and implementation of AI 
(proposed but not approved yet)

Implicit, not specific for 
AI in health

AI Laws in Health - - 

Medical Device 
Regulation

Decree 4725 of 2005, Regulatory framework for 
medical devices
Decree 581 of 2017, Regulations for IVD devices 
(high-risk)
Resolution 4002 of 2007, Guidelines for registra-
tion of medical devices

Implicit, not specific for 
AI as/in medical device

Inter-related AI 
Policies (non-ex-
haustive) 

Law 1581 of 2012, General Data Protection Law 
(implemented by Decree 1377 of 2013)
Cybersecurity: Decree 338 of 2022, CONPES 
3995 (2020), CONPES 3701 (2011)
Law 1978 of 2019, ICT Sector Modernization Law

Implicit 

4.2.2. Semantic Interoperability
Colombia defines AI as a field of computer science dedicated to solving cognitive problems 
commonly associated with human intelligence or intelligent beings91. When compared to global 
definitions of AI, this definition is most aligned with that of the UN where AI is described as a dis-
cipline of computer science aimed at developing machines and systems capable of performing 
tasks that require human intelligence, such as machine learning and deep learning. AI is also 
viewed as a field of study or a branch of computer science in the definitions of IMDRF and ISO/
IEC. Human intelligence is also brought up in the definitions of IEEE and ITU. Overall, Colombia’s 
definition of AI leaves out technical details such as the outputs of AI systems and the type of 
technologies included. 

Table 6: Summary of policies for AI in the country of Colombia
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4.2.3. Mechanism 
Interoperability

The National Policy for Digital Transforma-
tion and Artificial Intelligence (CONPES 3975), 
approved in 2019, guides the integration of AI 
across various sectors, including healthcare. 
Colombia’s strategy takes a comprehensive 
approach, emphasizing the importance of 
digital transformation for economic and so-
cial development 91. Key objectives include re-
ducing barriers to AI adoption in both public 
and private sectors; creating favorable condi-
tions for AI uptake; strengthening human cap-
ital related to AI; and putting in place the right 
frameworks to mitigate potential risks.
 
In 2021, the Colombian government issued the 
Ethics Framework for Artificial Intelligence in 
Colombia, marking a significant milestone as 
the first document of its kind in the Latin Amer-
ican region92. It provides a set of ethical prin-
ciples to guide the design, development, and 
implementation of AI systems. As a member 
of the OECD, Colombia aligns closely with the 
OECD’s AI principles, as well as adopts UNE-
SCO’s Recommendation on the Ethics of AI. 
Colombia’s AI policies emphasize human au-
tonomy, the protection of human well-being 
and rights, safety and security, transparency, 
accountability, inclusiveness as well as equi-
ty. There is also particular mention that AI sys-
tems must also adopt a gender-neutral ap-
proach and ensure that gender is not used as 
a factor of discrimination.
 
Additionally, the recent roadmap for ethi-
cal and sustainable adoption of AI in Colom-
bia, released by MinCiencias, underscores 
the country’s commitment to not only build 
a strong foundation with ethical frameworks 
and strategic visions, but also its recognition 
of the importance to move from principles to 
practice for the development and implemen-
tation of responsible AI innovations93.

4.2.3.1 AI and Medical Devices 
Regulations

In Colombia, medical device regulation is 
overseen by the National Food and Drug Sur-

veillance Institute (INVIMA). INVIMA defines 
medical devices as any instrument, apparatus, 
machine, software, or other biomedical equip-
ment, whether used alone or in combination, 
including their components, parts, accesso-
ries, and software necessary for its proper ap-
plication94. These devices are intended by the 
manufacturer for use in diagnosing, prevent-
ing, monitoring, treating, or alleviating disease 
or injury. This definition is closely aligned with 
that of IMDRF’s. The inclusion of standalone 
software suggests that AI in health is implicitly 
regulated under medical devices in Colombia. 
Colombia is also closely aligned with the EU in 
terms of their risk-based approach for classi-
fication of medical devices (class I, IIa, IIb, and 
III).
 
As part of the registration process, INVIMA re-
quires manufacturers to submit technical doc-
umentation, including details on the device’s 
design, intended use, manufacturing process, 
labeling, and commercial history95. For high-
er-risk devices, clinical data and test reports 
are also required. Applicants are also expect-
ed to provide a quality management system 
certificate, such as ISO 13485, to demonstrate 
compliance with international standards. In 
addition, INVIMA prioritizes post-market sur-
veillance to ensure safety and quality of med-
ical devices. Manufacturers and authorized 
representatives must report adverse events 
and technical complaints to INVIMA, enabling 
them to monitor device performance and take 
necessary actions for safety concerns.
 
Similar to many countries with limited re-
sources and capacity, Colombia leverages the 
rigorous evaluation of medical devices in es-
tablished markets to facilitate the registration 
process in Colombia. An INVIMA-recognized 
market refers to countries whose regulatory 
standards for medical devices are acknowl-
edged by INVIMA as being reliable and strin-
gent. These markets are generally founding 
members of the GHTF, including US, Canada, 
EU, Japan, and Australia.
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4.2.4. Participatory Engagement

Colombia actively participates in several global platforms and international organizations relat-
ed to AI in health, such as the PAHO, the OECD, and EU-LAC Digital Alliance, which help enhance 
its capabilities and align its practices with international standards. In terms of regional collabo-
ration, the Colombian government led a high number of AI initiatives, ranging from AI adoption in 
the public sector to the development of a dashboard for ethical AI principles. Colombia has been 
a pioneer in the region, particularly with its emphasis on the ethical components. However, much 
more can be done locally in terms of active engagement of the public.

Taking the development process for the Ethical Framework for AI in Colombia as an example, it 
was evident that major gaps, summarized below, exist for participatory engagement when draft-
ing the AI strategy96. 

• Lack of mechanisms to promote engagement of diverse actors such as those without internet 
access; living outside large urban centers; people with disabilities; historically marginalized 
groups; and gender diversity. Public consultations, including comments on the documents 
and technical discussion tables, were solely conducted over digital media.

• Public participation was limited to commentary on documents that have already been pro-
duced. Participation in drafting the document, including the technical discussion tables, was 
only by invite. Consequently, the Colombian context was inadequately represented as inter-
national entities were consulted instead of local actors in the drafting process. The people 
who developed the strategies did not participate in the discussions held by civil society and 
academia.

• Unstructured process resulted in confusion, as no information was provided on the roadmap 
and rules of engagement, and commitment required from participants.

• Short time allocated for the provision of comments proved insufficient for people to effectively 
prepare for and participate in the consultations.

• Regarding decision-making accountability and traceability, it was positive that the received 
comments and corresponding responses were published on the Office of the President’s web-
site and were also sent to the participants to close the loop. However, the report only provided 
summaries but did not fully document the discussion in the consultation process, and wheth-
er the participants’ comments were incorporated in subsequent versions of the documents.
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4.2.5. Takeaways

In summary, there are currently no hard laws regulating AI in health in Colombia. Colombia’s AI 
governance readiness in health is characterized by several strategic initiatives and policies re-
flected in Figure 4 below.

1. AI Strategy: 

Colombia has developed a comprehensive national policy emphasizing ethical AI develop-
ment and implementation to drive social and economic development. Strong political will 
and high-level coordination amongst the pro-technology government is what sets Colombia 
apart from others in the region. 

2. Regulatory Approach: 

Colombia’s current approach is more focused on strategic guidance through policy docu-
ments and bills of law instead of hard laws. Regulatory frameworks such as MDRs implicitly 
apply to AI in health. Together with learnings from Colombia’s approach of utilizing regulatory 
sandboxes and innovation hubs in related domains, Colombia can leverage existing mecha-
nisms to establish more comprehensive regulatory mechanisms for AI in health.

3. Regulatory Focus: 

Colombia emphasizes ethical AI principles such as transparency, accountability, and pri-
vacy, that are aligned with global standards. It also adopts a GEI lens with principles on 
gender-neutral approach and human rights, including that of children and adolescents. 

4. Engagement and Collaboration: 

Colombia has been a pioneer in the region, leading several AI initiatives. However, there are 
substantial gaps in local participatory engagement during the development of AI strategies, 
potentially resulting in inadequate representation of local needs.
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4.3. Lebanon

4.3.1. AI Governance Readiness in Health

Lebanon presents a unique and complex landscape, shaped by the country’s vision for techno-
logical advancement and political challenges. Currently, there is no specific legislation directly 
regulating AI in health or AI in general (Table 7). 

Lebanon has been experiencing significant governmental challenges, including the absence of a 
president for the past two years, which has hindered the creation and enactment of new regula-
tions. Lebanon’s role on the international stage is starting to grow, as evidenced by its election to 
the Executive Board of the WHO in 2024 for a three-year term97. However, Lebanon still faces chal-
lenges in implementing existing digital laws. For example, the 2018 e-transactions and personal 
data privacy law (Law 81) remains unenforced due to the lack of necessary implementation de-
crees and is not aligned with international standards like Europe’s GDPR98. 

Similarly, although the Right of Access to Information (Law 28) was passed in 2017, its application 
has been delayed, further complicating data generation efforts99. Enacting these laws would be 
a vital step in enabling secure and stable data generation, which is essential for advancing AI 
initiatives. 

While Lebanon is still working to establish the foundational prerequisites for AI implementation, 
the country remains committed to integrating AI into its healthcare system, guided by its broader 
strategic vision for digital transformation.

Lebanon currently lacks specific strategy, laws, stat-
utes, or regulations that govern AI or its use in health. In-
stead, regulationg AI applications in health falls under 
exisitng medical device regulations, which are generally  
technology-neutral. Lebanon lacks a comprehensive AI 
strategy, Related regulations, such as those concerning 
data protection, have been released but remain unen-

forced due to the lack of implentation decrees. 
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Policy AreaPolicy Area Policies Released and EnactedPolicies Released and Enacted Applicability to AI Applicability to AI 
in Healthin Health

National AI 
Strategy

Lebanon Digital Transformation Strategy 2020-
2030 (Updated 2022) for public sector digitali-
zation 

National Artificial Intelligence Strategy in Leb-
anese Industry (2020-2050) to support the 4th 
industrial revolution

Implicit

Strategy for AI in 
Healthcare

National Health Strategy: Vision 2030
Vision for a Digital Health Transformation 
(2023)

Implicit, not specific for 
AI in health

AI Laws - -

AI Laws in Health - - 

Medical Device 
Regulation

Minister Decision No. 181-1 date 30/1/2018
Minister Decision No. 1704-1 date 12/9/2017
Minister Decision No. 1506 date 1/9/2014
Minister Decision No. 455 date 16/4/2013

Implicit, not specific for 
AI as/in medical device

Inter-related AI 
Policies (non-ex-
haustive) 

Law No. 81 of 2018, Electronic Transaction and 
Personal Data (not enacted yet)
Law No. 28 of 2017, Right of Access to Informa-
tion (not enacted yet)
Intellectual property legal framework (1946, 
1996, and 2000)

Implicit 

The United Nations’ 2020 Advisory Report on Development of an Artificial Intelligence Strategy for 
Lebanon stressed the need for greater investment in AI research, workforce development, and 
the evaluation of AI’s socio-ethical impacts100. It proposed the formation of a multi-stakeholder 
“Technology CouncilTechnology Council” under a new or expanded Ministry of Technology and Communica-Ministry of Technology and Communica-
tionstions to oversee AI adoption and digital governance. On a positive note, the UN acknowledged 
Lebanon’s strong tertiary education and research quality, as well as an already established en-
trepreneurial ecosystem for technology start-ups, both of which suggest promising potential for 
building digital capacity. However, the report also emphasized the major challenges Lebanon 
faces, including a persistent brain drain, low broadband access, high business costs, bureau-
cratic red tape, poitical instability, and restricted access to global markets.

Table 7: Summary of policies for AI in the country of Lebanon
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4.2.2. Semantic 
Interoperability

The AI strategy in Lebanese Industry (2020) 
provides definitions for AI, machine learning, 
deep learning, and various AI fields, though 
definitions of AI are absent from other national 
documents101. The Lebanese Ministry of Indus-
try’s AI strategy describes AI as computer sys-
tems designed to replicate intellectual pro-
cesses characteristic of human intelligence, 
but with greater speed and accuracy. AI is 
seen as a tool for decision-making in specif-
ic fields, enabling machines to perform tasks 
that typically require human intelligence. 
However, this definition is less operational than 
those used by international institutions such 
as OECD, suggesting that more nuanced and 
precise definitions may need to be established 
or adopted at the national level.

4.2.3. Mechanism 
Interoperability
Lebanon lacks comprehensive policies, prin-
ciples, standards and frameworks for AI gov-
ernance, both in general and specifically for 
health. However, the AI strategy for Lebanese 
Industry outlines a vision focused on advanc-
ing the industrial sector through Research & 
Development, innovation, and the adoption 
of AI technologies. This vision includes opera-
tional objectives focused on raising awareness 
and skills in AI, fostering R&D, strengthening 
public-private partnerships, encouraging in-
vestment, creating a supportive legal frame-
work, expanding exports of AI-driven products, 
contributing to economic development, and 
enhancing international cooperation in AI re-
search and technology. These goals align with 
recommendations from international institu-
tions.

Lebanon’s National Health Strategy-Vision 
2030, (published in 2023), acknowledges the 
numerous challenges faced by the healthcare 
system, such as accessibility issues, financial 
instability, war, the refugee crisis, and disease 
outbreaks102. However, the strategy also em-
phasizes the potential of digital health technol-
ogies to create a more equitable and sustain-

able healthcare system. Lebanon’s Vision for 
a Digital Health Transformation (2023) further 
outlines a commitment to establishing robust 
governance and fostering a dynamic techni-
cal ecosystem that prioritizes sustainability, 
inclusivity, and interoperability in healthcare. It 
provides a blueprint for developing a resilient 
digital health infrastructure, transcending ex-
isting policy-making constraints. Additional-
ly, it suggests the creation of a Digital Health Digital Health 
Strategy Steering Committee and Digital Strategy Steering Committee and Digital 
Health Strategy Technical CommitteeHealth Strategy Technical Committee con-
sisting of key stakeholders in the health sector, 
including representatives from ministries and 
other relevant organizations.

4.3.3.1 AI and Medical Devices 
Regulations

The Lebanese Ministry of Public Health (MoPH) 
is responsible for ensuring the quality, safety, 
and efficacy of medical products throughout 
the country. Currently, AI in health is regulat-
ed under the broader scope of medical device 
regulations, primarily in the form of software. 
Lebanon’s definitions for medical devices and 
IVD are aligned with international standards 
established by the IMDRF and its GHTF. In Leb-
anon, a medical device encompasses any 
instrument, apparatus, equipment, material, 
or product - along with any associated soft-
ware and accessories - intended for medical 
use in humans. Ministerial Decrees 455/1-2013 
and 1506-2014 require suppliers to register all 
imported products with the MoPH to ensure 
they meet international standards103,104. Due 
to limited local production, Lebanon is high-
ly dependent on imported medical products, 
all of which must obtain international certifi-
cation, such as FDA approval or CE marking, 
before entering the local market. This reliance 
on international regulatory approvals reflects 
a common trend in countries with limited reg-
ulatory capacity, where decisions are often 
guided by external authorities.

4.3.4. Participatory En-
gagement

At the international level, the UN and WHO are 
actively working with Lebanon, offering guid-
ance and recommendations to support the 
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development of AI policies. However, many of the official documents published by the Lebanese 
Ministries lack transparency in terms of participatory engagement and do not clearly acknowl-
edge the contributions of collaborators involved in shaping these policies. This highlights a need 
for greater inclusivity and recognition of collaborative efforts in the policy development process. 
An important exception to this is the Lebanon Digital Transformation Strategy 2020-2030105. This 
strategy reflects significant contributions from a wide range of individuals and groups, including 
former Ministers, advisors, public officials, private sector stakeholders, civil society, and interna-
tional partners. The strategy was shaped through extensive cooperation, internal and external 
consultations, and collaboration with international organizations such as the World Bank, OECD, 
and UNDP as well as support from the governments of the UK, Estonia, Czechia, and the United 
Arab Emirates.

4.3.5. Takeaways
In summary, Lebanon currently has no policies specifically governing AI in healthcare. The key 
points outlined below (Figure 5) highlight the current state and the primary challenges Lebanon 
faces in establishing effective AI governance within the healthcare sector.

1. AI Strategy: 

Lebanon aims to harness AI and innovation to drive the transformation of its industrial sector. 
In its Health Vision, digital health is identified as a key solution to address pressing challenges 
in the healthcare system, including accessibility, financial instability, war, the refugee crisis, 
and disease outbreaks. While Lebanon aspires to strengthen its global competitiveness and 
achieve technological sovereignty, significant obstacles must be overcome to establish pol-
icies for its AI-driven vision.

2. Regulatory Approach: 

Lebanon has yet to implement a specific regulatory framework for AI, particularly in health. 
Lebanon is currently in a developmental phase, focusing on identifying the optimal uses of AI 
to enhance its global standing. In healthcare, progress in regulating AI remains limited, with 
existing medical device regulations being broad and heavily reliant on international stan-
dards rather than local expertise.

3. Regulatory Focus: 

Lebanon’s regulatory efforts are centered on industrial development and building the neces-
sary infrastructure for AI. 

4. Engagement and Collaboration: 

International institutions are actively supporting Lebanon in developing an AI governance na-
tional framework. However, there is considerable opportunity for increased regional collabo-
ration and local involvement with participatory mechanisms.

Figure 5: Key takeaways for Lebanon AI governance in health.
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4.4. Pakistan

4.4.1. AI Governance Readiness in Health

Pakistan has yet to implement formal laws for AI and AI in health. Over the past two years, Pa-
kistan has released two key drafts: (i) National AI policy (2023), (ii) Personal Data Protection Bill 
(2023), that lay the groundwork for effective AI deployment106,107. However, despite undergoing a 
period of public consultation, these policies are yet to be approved. 

Many other AI-related policies have been recently published, especially in AI-related areas of 
cybersecurity, and digitalization (Table 8). There is also the National Digital Health Framework of 
Pakistan 2022–2030 (“NDH Framework”)108. 

According to Fizza Ali’s analysis in Modern Diplomacy109, Pakistan faces significant challenges re-
lated to weak personal data protections and data vulnerabilities, with sensitive citizen data being 
compromised between 2019 - 2023. 

As a federated republic, provincial governments have the authority to create their own regulato-
ry frameworks. For example, the province of Sindh enacted the Telemedicine and Telehealth Act 
in 2021110. This decentralization makes a unified national effort to regulate AI in healthcare both 
necessary and challenging.
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Pakistan hasn’t released any laws yet for AI or AI in health. 
In the last two years, the country has shared a draft for 
a national AI strategy and data regulations. After a peri-
od of public consultation, these policies are still awaiting 
approval or implementation. As a federated republic with 
healthcare managed at the provincial level, regulating AI 

in health may face additional challenges 
due to decentralization.  



Policy AreaPolicy Area Policies Released and EnactedPolicies Released and Enacted Applicability to AI Applicability to AI 
in Healthin Health

National AI 
Strategy National AI Policy (2023, draft) Implicit

Strategy for AI in 
Healthcare

National Digital Health Framework of Pakistan 
2022–2030

Implicit, not specific for 
AI in health

AI Laws - -

AI Laws in Health - - 

Medical Device 
Regulation

S.R.O.32(I)/2018 (Medical Devices Rules, 2017) 
Drug Regulatory Authority of Pakistan Act, 2012 
(“DRAP Act”) (Updated as MEDICAL DEVICES 
RULES, 2015)

Implicit, not specific for 
AI as/in medical device

Inter-related AI 
Policies (non-ex-
haustive) 

Personal Data Protection Bill (2023) (not ap-
proved yet)
National Cyber Security Policy (2021)
Pakistan Cloud First Policy (2022) 
The Computer Emergency Respond Team Rules 
(2023)
Digital Pakistan Policy (2018)  
Prevention of Electronic Crimes Act (2016) 
SECP Regulatory Sandbox Guidelines (2019)

Implicit 

4.4.2. Semantic Interoperability
The Ministry of National Health Services, Regulations and Coordination of Pakistan released its 
NDH Framework and defined digital health, AI and ML specifically for healthcare. which specifi-
cally addresses digital health, AI, and ML in healthcare. In this framework, digital health is seen as 
encompassing AI, with AI defined as “an overarching term used to describe the utilization of “an overarching term used to describe the utilization of 
machine-learning algorithms and software to emulate human cognition in the analysis, machine-learning algorithms and software to emulate human cognition in the analysis, 
interpretation, and comprehension of complex medical and healthcare data”interpretation, and comprehension of complex medical and healthcare data”108. 

This is an essential turn as it introduces sector-specific nuances and clarifies the purpose of AI in 
health. There is evidence of a potential alignment with the definition of medical devices, as this AI 
definition also builds from intended medical use. Going forward, Pakistan could further refine this 
definition by more clearly specifying what constitutes medical or healthcare data and outlining 
specific intended medical applications of AI.

Table 8: Summary of policies for AI in the country of Pakistan
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4.4.3. Mechanism 
Interoperability
Pakistan has introduced its NDH Framework to 
guide the digital transformation of the health-
care sector, alongside a general AI strategy, 
which is currently still in draft form. The NDH 
Framework aligns with WHO’s recommenda-
tions for developing digital health strategies, 
as adopted by the World Health Assembly, 
with the aim of strengthening health sys-
tems. Instead of focusing on specific technol-
ogies, the framework envisions digital health 
as an integral part of the healthcare system. 
It aims to promote the safe, equitable, ethical, 
scalable, and sustainable adoption of digital 
health technologies to improve health out-
comes, manage epidemics and pandemics, 
and develop the necessary infrastructure and 
applications. By 2030, Pakistan is committed to 
digitally strengthening its healthcare system 
in a technology-agnostic way. This includes 
laying the foundational groundwork through 
high-level policy initiatives such as fostering 
collaborations, allocating budgets, and de-
veloping knowledge. It also involves address-
ing technical requirements, such as building 
interoperable digital health ecosystems and 
advocating for people-centered solutions. 
However, the strategy also acknowledges ex-
isting gaps, including inadequate infrastruc-
ture, limited ethical considerations, insufficient 
education, and a shortage of resources. In the 
coming years, it will be possible to evaluate 
the success of this strategy and whether these 
ambitious goals have been achieved.

The (draft) Pakistan National AI Policy (2023) 
presents an ambitious vision of technological 
progress, positioning Pakistan as a potential 
leader in technical innovation107. The policy 
proposes the establishment of a National AI National AI 
Coordination Council and a dedicated Na-Coordination Council and a dedicated Na-
tional AI Centre. tional AI Centre. 

In many respects, the strategy mirrors in-
ternational recommendations, focusing on 
building a robust AI ecosystem and ensuring 
responsible usage. The policy draws inspira-
tion from the “AI for Good” initiative by the ITU 
and aligns with the UN’s Sustainable Develop-
ment Goals. According to analysis by Islam-
abad Policy Research Institute111, the viability 
of these goals depends on the availability of 
adequate resources and infrastructure, which 

remains uncertain. The policy lacks clear spe-
cific objectives and measurable goals, raising 
questions about its effectiveness and wheth-
er enough attention has been put on ethical 
considerations, human-centered AI, diversity, 
and inclusion. In addition, concerns remain 
about whether sufficient resources and infra-
structure are in place to ensure the success 
of these initiatives. This concern is echoed by 
the Ministry of Information Technology and 
Telecommunications, which acknowledges 
that current resources may be insufficient to 
implement the policy on the envisioned scale. 
Pakistan has yet to release standards, princi-
ples or other mechanisms for AI governance in 
general and in healthcare. 

4.4.3.1 AI and Medical Devices 
Regulations

Pakistan, like many other nations, is in the 
process of developing its AI governance for 
healthcare and may inevitably need to build 
upon existing medical device regulations as 
a foundation. The Drug Regulatory Authority’s 
S.R.O.32(I)/2018 Medical Devices Rules, while 
not explicitly tailored for software, do address 
software under Rule 11112. This rule acknowl-
edges that while most software is integrated 
within medical devices, standalone software 
can also be classified as a medical device if it 
meets the criteria. In Pakistan, the risk classifi-
cation of medical devices follows four classes 
(A, B, C, and D), and AI systems with medical 
applications are implicitly governed under 
these rules. However, the enforcement of these 
regulations remains uncertain, as the compli-
ance of AI systems in health to these rules may 
require further support and stronger enforce-
ment mechanisms in the future.

4.4.4. Participatory
Engagement

Both the national AI policy and the NDH Frame-
work involved extensive participatory engage-
ment. For the NDH, key participants included 
Regional Health Departments, supported by 
the UNDP, WHO, and USAID. The Ministry of Na-
tional Health Services, with WHO’s support, or-
ganized a workshop bringing together provin-
cial health departments, national ministries, 

HealthAI - The Global Agency for Responsible AI in Health 62



tech companies, and digital health innovators to create a framework aligned with Pakistan’s 
health priorities.

The AI strategy also saw wide participation, involving representatives from various ministries, 
sectoral authorities, national bodies, professional associations, private companies, startups, in-
dustry leaders, international tech firms, academia, NGOs, R&D units, and regulators. Both docu-
ments underwent open consultation, with the AI strategy still actively receiving feedback.
While Pakistan’s medical device regulations lack formal participatory mechanisms, the country 
adheres to international guidelines through its involvement in the Asian Harmonization Working 
Party. Pakistan’s transparency in these participatory processes is notable compared to global 
trends, but whether this leads to better policies remains uncertain, as some gaps have already 
been identified in the strategies, for example, regarding the limited mentioning of topics related 
to fairness, inclusion and diversity.

4.4.5. Takeaways
Pakistan is actively developing its AI governance framework with several strategic documents 
and AI-related policies released in recent years. Below is a summary of Pakistan’s current regu-
latory state and the main challenges facing AI governance in health (Figure 6).

1. AI Strategy: 

Pakistan is actively shaping its strategic vision to embrace and integrate AI technology. Their 
current focus is on establishing a robust technical and governance framework that is stable, 
interoperable, and tailored to the local context. However, despite the ambitious and com-
prehensive nature of these goals, concerns persist about the availability of the necessary 
resources and infrastructure to achieve them. 

2. Regulatory Approach: 

Pakistan has yet to finalize its approach to AI regulation as there are no laws, standards or 
regulatory frameworks. The country is currently setting its strategic direction through the re-
lease of national AI policies and digital health policies. However, there is still limited clarity on 
the specific mechanisms that will be employed to regulate AI. In the interim, MDRs will apply to 
most AI applications with a medical purpose, though primarily under the category of software. 

3. Regulatory Focus: 

Pakistan’s current regulatory focus is on the interconnected areas of data and cybersecurity. 
This focus is essential for establishing a solid foundation for the responsible development and 
application of AI, particularly in the health sector. Ethical considerations are also a significant 
part of Pakistan’s approach, including prioritizing people-centered digital health solutions 
and rethinking AI adoption to align with the local context. 

4. Engagement and Collaboration: 

Pakistan has a strong commitment to collaboration in developing its national AI and digital 
health policies by involving a wide range of stakeholders. Their approach is particularly trans-
parent, standing out in comparison to global trends. However, there are still gaps in the extent 
of inclusion and diversity within this process.

Figure 6: Key takeaways for Pakistan AI governance in health.
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5. Conclusion
The governance of AI in health is a rapidly 
evolving landscape, with numerous new pol-
icies and standards emerging in the last two 
years. Institutions worldwide are increasingly 
pushing for regulations that address AI, includ-
ing its applications in healthcare, either direct-
ly or indirectly. As regulatory approaches take 
shape, the choice often lies between adopting 
more permissive, flexible frameworks or im-
plementing stricter governance through bind-
ing legislation. However, the common thread 
across all efforts is the recognition of the need 
for policies to ensure responsible AI develop-
ment and use. Standards, serve as techni-
cal guardrails, include automated systems, 
tools, and controls to ensure safe and effec-
tive operations, while policies act as proce-
dural guardrails, relying on human adherence 
to established processes and protocols33. A 
comprehensive and interoperable approach 
to AI governance will likely require a balance 
of both technical and procedural safeguards.

Analyzing the alignment between AI policies 
uncovers the similarities and differences be-
tween them on three key aspects of gover-
nance interoperability: (i) semantic; (ii) mech-
anism and (iii) participatory engagement. In 
terms of semantic interoperability, many or-
ganizations have used AI definition as an initial 
step to clarify which types of technologies their 
policies apply to. Notably, the OECD’s definition 
of AI, which focuses on the mechanisms and 
objectives of the technology rather than its 
similarity to human intelligence, is adopted by 
other institutions. This trend indicates progress 
toward harmonization, though significant work 
remains to establish a definition that is not 
only globally accepted but also harmonizes all 
aspects of AI, including its data, functionality, 
and particularly its application in healthcare. 
AI’s semantics may require further refinement 
specific to the complexities of healthcare, like-
ly building or expanding the IMDRF’s definition 
of SaMD.

Mechanism interoperability is challenged by 
an increasing volume of policies, standards, 
and frameworks aimed at ensuring the ethi-

cal and effective deployment of AI. While the 
surge in AI governance efforts is necessary, it 
risks causing fragmentation, complicating im-
plementation, and raising compliance costs 
for developers. In recent years, many policies 
have evolved from simply recognizing AI’s po-
tential and issuing general statements or risk 
assessments to actively shaping AI develop-
ment through tools, standards, and frame-
works. Governance principles such as trans-
parency, accountability, human well-being, 
and equity promoted by international insti-
tutions form the foundation of these efforts. 
However, significant challenges remain in 
harmonizing the practical implementation of 
these principles. Critical issues like economic 
costs, human dignity, environment sustain-
ability, and participatory engagement often 
receive less attention. At the national level, 
gaps exist between established governance 
principles and guidelines and their actual im-
plementation. As most countries are currently 
adopting the non-binding forms of regulation, 
it raises the question of compliance, effective-
ness, and overall adequacy of such principles 
and guidelines. However, with the EU AI Act be-
ing enforced and its influence on global dis-
cussions on AI legislations, the world might go 
through a transition period that will reshape 
the balance between soft and hard law ap-
proaches to AI regulation.

Besides institutionalizing the appropriate gov-
ernance mechanisms, participatory engage-
ment is also crucial for effective AI governance, 
particularly in healthcare. Global collaboration 
among governments, developers, healthcare 
providers, and civil society is essential for nav-
igating AI’s complexities. Despite the empha-
sis on stakeholder involvement, disparities in 
representation persist, particularly for low-in-
come countries and groups like women and 
communities. Enhancing diversity and repre-
sentation in global AI policymaking is critical 
for fostering inclusive governance. Institutions 
like WHO, UNICEF, and the UN are increasingly 
stressing the importance of broader participa-
tion in shaping AI policies, though much work 
remains to ensure meaningful engagement 
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across all demographics and regions. At the 
national level, participatory engagement of 
local stakeholders, including the general pub-
lic, is equally important in the development of 
AI policies and governance frameworks to en-
sure that they reflect societal needs, culture, 
and values. Transparency in how feedback 
from open consultations is incorporated into 
policy development is crucial for building trust. 
Many governments look to international orga-
nizations and influential regions for guidance 
on establishing local regulatory mechanisms. 
It is therefore critical to balance international 
alignment with local policy development. Giv-
en that the performance of AI systems is highly 
context-dependent, governance mechanisms 
must ensure that approved AI innovations in 
health are appropriately adapted to the local 
context, considering factors such as cultural 
nuances, linguistic diversity, local healthcare 
infrastructure, demographic characteristics, 
and specific health challenges.

Risk-based approaches to AI regulation are 
becoming more common, with recommenda-
tions increasingly emphasizing adaptive, ag-
ile, and flexible regulatory models. Institutions 
such as WHO, ITU, UNESCO, and UNICEF advo-
cate for impact assessments to measure risks, 
ensure accountability, and promote safety. 
Transparency remains central to regulatory 
recommendations to ensure that AI develop-
ment is understandable, and its risks are ef-
fectively managed. Nonetheless, difficulties 
persist, especially in defining unacceptable 
risks and establishing consistent approaches 
to binding regulations. 

In terms of AI regulatory policies in health, it 
is challenging to define the threshold for the 
policies that are considered applicable, given 
that AI governance in health is at the intersec-
tion of multiple regulatory domains such as AI, 
healthcare, digital health, cybersecurity, tech-
nology and data. Broadly speaking, there are 
two key choices: one centers on cross-sec-
toral regulations that focus on regulating the 
technology itself, while the other emphasizes 
sectoral regulations that govern the specific 
application of the technology for healthcare. 
A sectoral approach seems to be endorsed by 
frameworks like the IMDRF’s SaMD and WHO’s 
work. However, SaMD and AI do not fully align, 
as they address essentially different technol-
ogy. This divergence creates two significant 

regulatory gaps that are not covered by MDRs: 
(i) Ethical concerns and dynamic nature re-
garding AI applications in health and (ii) AI 
that are general-purpose models, which have 
no explicit medical intended use or do not fit 
into the definition of medical devices. 

First, MDRs typically focus on performance 
evaluations and risk management, including 
clinical validation, pre-market assessments 
and post-market surveillance to ensure de-
vices meet the high standards required for 
patient safety and healthcare effectiveness. 
By regulating AI as medical devices, policy-
makers rely on already effective infrastructure 
that is capable of providing robust oversight. 
However, AI presents ethical and social chal-
lenges that extend beyond traditional perfor-
mance evaluation and may not be fully ad-
dressed by MDRs. First, AI technologies often 
differ fundamentally from traditional medical 
devices software in terms of their adaptabili-
ty, learning capabilities, and reliance on large 
datasets—meaning MDRs may not adequately 
address the dynamic nature of AI systems113. AI 
is often just one component of a larger clinical 
system, and its integration may be largely in-
visible or non-understandable to both doctors 
and patients, raising concerns about informed 
consent, data privacy/security, transparency, 
human oversight and autonomy. Additional-
ly, the training process for AI models can em-
bed existing biases and values without mak-
ing them explicit, further complicating ethical 
considerations. The risk categorizations of 
SaMD typically do not account for ethical and 
societal risks in the evaluation of medical de-
vices, which poses a significant challenge. To 
address this gap, new risk categories may 
need to be developed within MDRs to better 
assess these types of risks4.

Second, not all AI used in healthcare fits neat-
ly within the definition of a medical device. AI 
models designed for general purposes, such 
as general decision support or language pro-
cessing, may be applied in medical contexts 
without being formally classified as medi-
cal devices. Similarly, AI innovations used for 
health monitoring and preventive measures, 
as well as the promotion of well-being among 
the public often fall outside the scope of medi-
cal device regulation. If regulations focus solely 
on AI explicitly intended for medical use, these 
broader applications may remain unregulated, 
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posing potential risks to the safety of patients 
and communities at large114. This is particularly 
concerning because many people may inev-
itably rely on these general-purpose AI mod-
els for medical and lifestyle advice, which may 
potentially influence their health-seeking be-
havior. Without comprehensive cross-sectoral 
approaches or specific sectoral regulations, 
such applications remain largely unregulated, 
raising concerns about the overall effective-
ness of AI governance in healthcare. Recog-
nizing these challenges, organizations such as 
WHO, WEF, OECD, and PNAI have highlighted 
the emerging risks posed by general-purpose 
AI models. The WHO specifically recommends 
that governments identify and regulate the 
growing provision of health-related services 
through online platforms that are not part of 
the formal healthcare system, particularly in 
areas where human safety and care cannot 
be guaranteed 19,36.

It is important to recognize that although ex-
isting regulatory frameworks such as MDRs 
have their gaps and challenges, they consti-
tute an important foundation for countries to 
build on when establishing local regulatory 
mechanisms for AI in health. This is evident in 
our analysis of the four LMICs, revealing that 
these countries are not operating in a reg-
ulatory vacuum. Instead, they have existing 
structures that can be expanded to cover AI 
in health more comprehensively. Even in small 
states or resource-limited settings, AI in health 
is not completely unregulated; rather, it is not 
explicitly regulated yet. Implicit laws and reg-
ulations, particularly those governing medi-
cal devices, often apply to AI systems used in 
healthcare. For instance, all four countries in-
clude software in their medical device defini-
tion and regulations, which implicitly extends 
to AI applications in health. Although there are 
gaps for general-purpose AI models through 
this regulatory approach, these existing struc-
tures serve as important foundational pieces 
for countries to create comprehensive regula-
tory frameworks for AI in health in the future.

Finally, AI governance must integrate sever-
al critical dimensions: (i) the AI total lifecy-
cle, encompassing both the technical, clin-
ical and ethical aspects of AI development 
and deployment; (ii) the broader societal 
risks and challenges posed by AI; and (iii) the 
need for sector-specific approaches that re-

flect the nuances of particular contexts, such 
as healthcare. At the global level, WHO’s vi-
sion emphasizes the success of sectoral ap-
proaches, which have proven effective in 
addressing specific, actionable issues by le-
veraging scientific and political consensus, as 
demonstrated by the Montreal Protocol and 
the WHO’s Convention on Tobacco Control 
8. Such targeted approaches may facilitate 
quicker consensus on key topics, driving more 
meaningful progress19.

The UN’s 2024 report on “Governing AI for Hu-
manity” acknowledges the persistent gaps in 
global AI governance and emphasizes the ur-
gent need for a cohesive framework to man-
age this rapidly evolving technology27. Effec-
tive governance is essential, and a robust 
global framework must create incentives that 
promote broader, more inclusive objectives 
and help balance trade-offs, especially given 
that the science of AI is still in its early stages. 
The UN’s recommendations aim to advance 
a holistic vision for a globally networked, ag-
ile and flexible approach to governing AI. As AI 
evolves rapidly, it is essential to establish pe-
riodic review processes by multidisciplinary 
expert committees to ensure that regulatory 
frameworks remain relevant and capable of 
addressing both current and future challenges 
posed by AI technologies in health. The current 
diversity in governance models, lack of stan-
dardized approaches, and varying definitions 
of AI across different frameworks further com-
plicate the landscape, highlighting the need 
for interoperable regulatory efforts while en-
suring global harmonization. Moving forward, 
global and multi-stakeholder collaborations 
will be essential in navigating this landscape 
and ensuring AI’s responsible and equitable 
development.
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