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The relationship between artificial intelligence (AI) in the healthcare domain and ethics is a 
topic of growing interest and debate. AI is defined as the field of study and development of 
systems and technologies capable of simulating human intelligence to carry out complex tasks 
autonomously [1]. In the context of healthcare, AI has become a promising tool with the 
potential to improve diagnosis, treatment, and disease management, as well as the analysis of 
large-scale medical and health data. However, the application of AI in healthcare poses a series 
of ethical challenges that must be addressed carefully and thoughtfully. The main issues to 
consider are the associated risks, primarily related to data handling and protection, as well as 
the biases that could occur or worsen, placing minorities from various backgrounds at a 
disadvantage and exacerbating existing disparities, such as those related to gender and others. 
Throughout this document, the concept of ethics and its associated principles are defined; the 
role of ethics in AI solutions is discussed; what biases are and why they are so important in the 
development of AI models, especially in the healthcare field, and finally, the document 
addresses, with examples, the application of ethical principles throughout the lifecycle of AI-
based solutions: problem selection and definition, planning and design, development and 
validation, deployment and implementation, and operation and monitoring.  
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1. Presentation 
 

This document, prepared by the Center for Implementation and Innovation in Health Policies (CIIPS) 

of the Institute for Clinical Effectiveness and Health Policy (IECS), is part of a series of Technical 

Documents on Artificial Intelligence and Health (https://clias.iecs.org.ar/publicaciones/). 

These documents aim to contribute to the region's knowledge, addressing different relevant axes 

and perspectives in the analysis of this subject. 

Targeted at healthcare teams, health programs, policy formulators, decision-makers at all levels, 

and the general public, with a particular interest in the digital transformation of the health sector 

and its connection to sexual, reproductive, and maternal health (SRMH), this series of documents 

on AI that we are developing complement the activities carried out by CLIAS (Center for Artificial 

Intelligence in Health for Latin America and the Caribbean) developed at CIIPS, with the support of 

the International Development Research Centre (IDRC). For more information about CLIAS, visit 

http://clias.iecs.org.ar. 

This document addresses the use of artificial intelligence (AI) in health from the responsibility 

perspective. Responsible AI refers to ethically developing, implementing, and using AI systems to 

minimize the risks and negative consequences associated with their application. This involves 

considering a series of principles and practices to ensure that AI benefits society as a whole and 

does not cause harm.

https://clias.iecs.org.ar/publicaciones/
http://clias.iecs.org.ar/
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2. Key Messages of the Document 
 
 

● In the context of health and healthcare, AI has become a promising tool with the potential to 

improve diagnosis, treatment, disease management, and the analysis of large-scale medical and 

health data. 

 

● However, it is crucial to consider the associated risks, primarily related to data handling and 

protection, as well as biases that can occur or worsen, putting vulnerable groups at a disadvantage 

and exacerbating existing disparities, such as gender disparities or the exclusion of minorities, among 

others. 

 

● The harms resulting from the application of AI can be both material, including security breaches 

(personal data leakage) and damage to patient’s health (diagnostic errors), and immaterial, such as 

loss of privacy and dignity, limitations on freedom of expression, and discrimination in access to job 

opportunities, among other aspects. 

 

● Consequently, there is a need to take the incorporation of complementary perspectives in the 

production and evaluation of AI applications in the healthcare field exceptionally seriously, including 

approaches from areas not limited solely to the technical development field. These additional 

approaches, especially those from the humanities and social sciences, and particularly from ethics 

experts, should participate from the initial stages of projects to try to mitigate biases in algorithms 

and programs conceived solely by technologists but which may overlook some aspects that 

contribute to the widening of inequalities and the neglect of other human values (integrated ethics). 

 

● The principles of "safety," "self-determination," "benevolence," and "universalism" not only aim 

to ensure the responsible design of AI technologies but also pave the way for more equitable, 

inclusive, and beneficial solutions for society as a whole. 

 

● Biases are errors or systematic deviations, or inclinations in the decisions or predictions of an AI 

model that can lead to unfair or inequitable outcomes. One such bias occurs when the data used to 

train the model does not adequately represent the diversity or variability of the target population. 

It can also happen when a database has problems regarding its structure, such as binary gender 

coding and erasing other gender identities into grouped categories. 

 

● Therefore, efforts should be made to ensure that the dataset represents the target population 

as accurately as possible. In this sense, it is necessary to emphasize the importance of developments 

permeated by plurality, context, and intersectionality from their origins. 
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● Addressing these ethical aspects effectively requires collaboration among healthcare 

professionals, data scientists, computer engineers, lawmakers, decision-makers, and ethics experts. 

 

● Therefore, it is imperative to establish solid regulatory frameworks that guide the development 

and implementation of AI in healthcare settings, ensuring that benefits are maximized while 

potential harms are minimized. 

 

● Pursuing ethical solutions in AI guarantees the integrity and reliability of emerging technologies. 

It promotes a responsible and sustainable approach to technological innovation to benefit society as 

a whole. 
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3. Introduction 
 

 

 

The relationship between artificial intelligence (AI) in the healthcare domain and ethics is a topic of 

growing interest and debate. AI is defined as the field of study and development of systems and 

technologies capable of simulating human intelligence to carry out complex tasks autonomously [1]. 

In the context of healthcare, AI has become a promising tool with the potential to improve 

diagnosis, treatment, and disease management, as well as the analysis of large-scale medical and 

health data. However, the application of AI in healthcare poses a series of ethical challenges that 

must be addressed carefully and thoughtfully. The main issues to consider are the associated risks, 

primarily related to data handling and protection, as well as the biases that could occur or worsen, 

placing minorities from various backgrounds at a disadvantage and exacerbating existing 

disparities, such as those related to gender and others. 

Throughout this document, the concept of ethics and its associated principles are defined; the role 

of ethics in AI solutions is discussed; what biases are and why they are so important in the 

development of AI models, especially in the healthcare field, and finally, the document addresses, 

with examples, the application of ethical principles throughout the lifecycle of AI-based solutions: 

problem selection and definition, planning and design, development and validation, deployment 

and implementation, and operation and monitoring. 
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4. What is ethics? 
 

 

Ethics is a discipline or knowledge that guides action, making it a form of practical knowledge. It is 

a type of knowledge intended to guide rational behavior. Within this category of helpful expertise, 

which focuses on directing action to achieve a tangible result, as in the realm of technology or art, 

ethics pursues a broader goal by attempting to reflect on and guide efforts toward rational, correct 

action [2], without ignoring the circumstances that always condition us, appealing us to choose 

wisely and rationally. 

Different authors [3] argue that morality is closely linked to human nature and is essential to it. They 

also suggest that intelligence and, therefore, morality have roots in biology, and their purpose is to 

ensure the survival of our species. Intelligence functions as a form of adaptation, where human 

decisions are not solely determined by natural selection but include conscious and responsible 

choices. In the human species, we must justify the decisions we make. 

This moral structure prevents us from being amoral. That is, we all must give content to our morality. 

We can act immorally, but we cannot wholly lack morality. The quality of our lives, actions, and 

projects will depend on how we fill that moral structure with content. 

Therefore, any human activity should be viewed in the light of positive values, aiming to improve 

the quality of life and minimize possible harm caused by its activity. In any of its applications, 

artificial intelligence is not exempt from this analysis. 

Thinking about artificial intelligence ethically means being extremely careful to ensure that it is 

beneficial for humans and the environment, capable of empowering us in every way, especially in 

refining strategies for a healthy life, and avoiding any harmful actions such as direct harm or errors, 

discrimination, or injustice in its outcomes. 

To achieve this, as already demonstrated, strategies for acceptable outcomes from an ethical point 

of view must be considered from the very conception of projects and include complementary 

perspectives, specifically technological ones, to try to prevent and mitigate unwanted outcomes. 
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5. Why talk about IA ethics? 
 

 

 

According to Klaus Schwab, the world has embarked on its fourth industrial revolution, and the 

changes have acquired an unimaginable speed [4]. Schwab argues that while the digital revolution 

began in the mid-20th century, blurring the boundaries between the physical, biological, and 

computational realms through a fusion of technologies, the notable acceleration that has led to this 

fourth revolution has seen the emergence of artificial intelligence, robotics, blockchain, 

nanotechnology, biotechnology, among others, giving rise to cyber-physical systems. These cyber-

physical systems are characterized by being a virtual representation of the physical universe, 

operating digitally and decentralized, and interacting through the "Internet of Things," a network of 

interconnected devices that can collect and share data over the Internet, enabling communication 

and automation between physical objects and digital systems. 

The distinctive features defining the present revolution lie in its accelerated pace of advancement, 

its encompassing scope, and tangible impact in the physical realm. 

In this context, it is imperative to recognize the relevance of ethical responsibility, which must be 

observed and critically evaluated during the development of these processes. Such ethical 

responsibility involves genuine reflection and deep dialogue, leading to a thorough understanding 

of humanity's obligations within the framework of this technological revolution, which can hardly 

be stopped nor should be stopped. 

These introspective considerations must translate into concrete and practical actions in which 

decisions regarding the creation of artificial intelligence (AI) tools are forged from the initial stages 

of design to their complete implementation and subsequent monitoring. Caution and foresight in 

building these tools are crucial to ensure a responsible and ethical approach that safeguards the 

values inherent to human dignity and collective well-being. Various groups are working in the same 

vein including international organizations such as the WHO [5] and UNESCO [6]. 

Artificial intelligence (AI) has the potential to significantly transform society, and is a promising 

means to favor human prosperity, thus improving individual and social well-being, benefitting the 

common good, as well as supporting progress and innovation [7]. However, it is crucial to recognize 

that the implementation of AI also entails certain risks and challenges that must be addressed 

appropriately and proportionally. Among these risks, highlights include the opacity in the 

functioning of systems, the widening of gender gaps, the exclusion of minorities, intrusion into 

individuals' privacy, financial speculation, and misuse in criminal activities or wars. 

The harms resulting from the application of AI can be both material, including damage to security 
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(personal data leakage) and people's health (diagnostic errors), and immaterial, such as loss of 

privacy, limitations on freedom of expression, dignity, and discrimination in access to job 

opportunities, among other aspects [6,7]. 

There has been some consensus regarding the principles that should govern the development and 

implementation of AI-based systems. However, many have expressed concerns about the 

inadequacy of these principles to properly guide actions, arguing that they are too generic in the 

face of actual and potential harm [8]. Consequently, there is a need to take the incorporation of 

complementary perspectives in the production and evaluation of AI applications in the healthcare 

field exceptionally seriously, including approaches from areas not limited solely to the technical 

development field. These additional approaches, especially from the humanities and particularly 

from ethics experts, should participate from the initial stages of projects to try to mitigate biases 

in algorithms and programs conceived solely by technologists, which may overlook some aspects 

that contribute to the widening of inequalities and the neglect of other human values. 

In this direction, it is crucial to talk about integrated ethics or "embedded ethics"[9] that seek to 

address the need for major ethical guidelines for AI to be addressed and respected so that they can 

anticipate, identify, and mitigate these issues during the development of AI-based solutions. Thus, 

McLennan et al. [9] propose a development model that integrates ethics from the beginning of 

projects, especially for healthcare professionals. This model primarily promotes integrated work 

between computer development teams, teams with thematic knowledge, and ethicist teams from 

the beginning of the project, ensuring transparency to the extent that it does not compromise 

confidentiality and intellectual property. 

This involves establishing coordinated objectives, the sought-after impact, and the methods used 

with regular exchanges and clear and explicit theoretical frameworks. 

Solanki et al. [8] propose a series of human values mapped with ethical principles to guide teams in 

developing AI-based tools. These proposed guidelines emphasize the importance of ethics in 

developing AI tools, highlighting crucial aspects such as safety, self-determination, benevolence, 

and universalism. These principles ensure the responsible design of AI technologies and pave the 

way for more equitable, inclusive, and beneficial solutions for society as a whole. The following 

concepts are summarized and discussed: 
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Security 

 
Safe AI systems are those that do not generate damages, dangers, risks, or threats as 
a consequence of their use. This encompasses both the psychological sphere and 
safeguarding against physical and social harms, as well as issues such as preserving 
privacy, integrity, and security. Primacy is given to the principle of non-maleficence, 
which implies a firm obligation to prevent harm, prevailing over the intention to 
promote good. 
 

Self-
determination 

 

Consideration for individuals' intrinsic dignity, preservation of their autonomy, 
safeguarding of their fundamental freedoms, and unrestricted respect for their right 
to informed consent hold paramount significance concerning participation or 
submission to any AI system in the field of healthcare. 
Informed consent entails a complete understanding of the inherent implications of 
the proposal in question. While in the case of specific AI tools, characterized by their 
opacity resembling "black boxes" where the interior cannot be seen, complete 
comprehension may be hindered, it is undeniable that individuals increasingly 
perceive the inherent uncertainty underlying the healthcare field. 
Concomitantly, the right to privacy, recognized as a fundamental prerogative of 
human beings, imposes responsibilities on individuals and, especially, on medical 
personnel, among which safeguarding confidentiality stands out.[10] 
 

Benevolence 

The importance of contemplating, in the first instance, the imperative of beneficence, 
which refers to the obligation of healthcare professionals to act for the benefit of 
patients and seek their well-being; therefore, any AI-based tool used must be applied 
with this as one of its central objectives. 
Furthermore, transparency and "explainability" are fundamental. They refer to 
making the results of AI systems understandable by explaining how they were 
obtained to gain users' trust in these tools. These principles relate to understanding 
how the tools work, interpreting what they produce, comprehending their trends and 
deviations, and understanding how to interact with them. However, the discussion 
on the implications of explainability and its necessity remains relevant.[11] 
Finally, the authors emphasize the importance of including ideas of solidarity. 
Specifically, they suggest that it is essential to always consider, during the creation of 
these tools, the groups of people most vulnerable to the effects of social biases 
embedded in the data that may eventually result in markedly inferior performance. 
Potentially serious consequences could harm these groups, which differ significantly 
from the effects anticipated for the general population. 
 

Universalism 
 

The question arises from this concept: Is it plausible that such a solution could 
equitably confer an advantage to all individuals? (principle of justice). In that 
context, there is a need to elucidate what measures and mechanisms should be 
developed to counteract the inequalities manifested in areas such as the digital 
divide. Likewise, questions are raised about facilitating access for vulnerable groups 
and mitigating this solution's potential impact on underrepresented groups in the 
digital sphere (a focal point on equity). 
All these considerations become particularly relevant when addressing the issue of 
gender, as inherent biases in technological fields, which often have a predominantly 
Caucasian and male composition, end up permeating the developed algorithms. It 
is difficult to anticipate that these algorithms possess, from their genesis, a 
perspective in line with modern and inclusive perspectives, which advocates for the 
formation of heterogeneous development teams capable of reflecting the necessary 
diversity of approaches. 
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6. What are biases in AI models? 
 

 

 

AI systems based on machine learning aim to improve prediction performance by optimizing a loss 

function1, or in other words, minimizing the error of those predictions. However, errors come in 

different types. There is a random error that is intrinsic to AI systems and cannot be eliminated 

entirely but instead minimized. This error usually comes from various sources, such as sample size, 

data variability, and variations in training processes. On the other hand, there is a non-random error 

known as bias. 

 

When working on developing AI tools, biases can occur in different ways or at different stages. 

One occurs when the training data does not adequately represent the diversity or variability of 

the target population. When this happens, the model may struggle to generalize, meaning it may 

not perform similarly with new or unseen data. A dataset can be biased from its design, 

underrepresented, or not adequately representing a particular population, which can lead to 

discriminatory behaviors. Even when well-represented, a database may have problems regarding 

its structure, such as encoding gender in binary form (female-male), thus obscuring other gender 

identities in grouped categories. 

 

An important goal we must consider when working with these 

developments is to ensure that the dataset is the best possible 

representation of the target population. 

 

This can be achieved through validation studies. However, the data training process may also 

incorporate biases into our results. Numerous studies have pointed out that, on a large scale, the 

problem of biases in AI comes from universities and companies that develop these technologies, 

mainly composed of white men with high socioeconomic status and very technical orientations. In 

response to this situation, it is proposed to move towards the development of collaborative AI 

projects involving social disciplines and engaging communities and civil society organizations. In this 

regard, the importance of having developments influenced by plurality, context, and 

intersectionality from their origins is emphasized again. 

Biases are systematic errors or inclinations in an AI model's  

decisions or predictions that can lead to unfair or inequitable 

outcomes or simply incorrect results. 
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As explained, the notion of bias is complex, and humans also have biases in their practice. However, 

it is possible, and therefore ethically necessary, to design AI systems that help compensate for 

cognitive biases and thus lead to fairer and more equitable outcomes. An interesting scenario may 

arise when there is a disagreement between the expert professional and the AI tool designed to 

support decision-making. If the AI tool has been developed ethically and rigorously tested in 

different scenarios, it could have the ability to identify potential biases present in the professionals 

themselves. This ability of AI to pinpoint biases in experts is especially relevant, as these biases can 

be challenging to address through traditional strategies, such as case supervision or exchanging 

experiences with other professionals, since professionals in a similar area share biases. 

The most relevant examples of using AI to address bias in decision-making come from the field of 

human resources. In the technology industry, where women and minorities are underrepresented, 

using AI in hiring decisions can lead to less biased decision-making and increase the promotion of 

women and minorities in these positions. By exploring the potential of AI in this regard, we can 

expand our understanding of the underlying biases in human decisions and work to mitigate them. 

1 A loss function is a mathematical measure that evaluates how well a model based on automated learning fits the training data by quantifying the 

discrepancy between the model's predictions and the observed actual values. 

 

7. Application of ethical principles of AI-
based solutions 

 

 

According to the Organization for Economic Cooperation and Development (OECD), the lifecycle of 

projects involving artificial intelligence could unfold in the following stages: 

1. Problem Selection and Definition 

2. Planning and Design 

3. Development and Validation 

4. Deployment and Implementation 

5. Operation and Monitoring 

Potential sources of bias during the lifecycle of AI-based solutions 

1. Problem selection and definition: 

● Bias related to prevalence 

● Bias related to the history of access to the healthcare system 

2. Planning and Design 
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● Bias related to unforeseen use 

● Bias in addressing ethical and clinical limitations 

● Bias related to algorithm design 

3. Development and Validation 

● Bias related to training datasets  

Different access to healthcare 

Bias in exclusion/inclusion criteria 

● Bias relating to labeling 

Use of biased proxies for clinical outcome 

Bias in clinical evaluation 

4. Deployment and implementation  

● Bias due to lack of model generalization  

5. Operation and monitoring 

● Evaluation measures of equity from the patient and population perspective: 

Equitable access and outcomes 

Performance over time 

Inequitable performance among population groups 

 

Adapted from: Abràmoff MD, Tarver ME, Loyo‐Berrios N, Trujillo S, Char D, Obermeyer Z, Eydelman MB; Foundational 

Principles of Ophthalmic Imaging and Algorithmic Interpretation Working Group of the Collaborative Community for 

Ophthalmic Imaging Foundation, Washington, D.C.; Maisel WH. Considerations for addressing bias in artificial 

intelligence for health equity. NPJ Digit Med. 2023 Sep 12;6(1):170. doi: 10.1038/s41746‐023‐00913‐9. PMID: 37700029; 

PMCID: PMC10497548. 

Based on the description provided previously, it is crucial to embed ethical considerations so that 

they are integrated into all phases of the development process of an AI tool. Below are these phases 

and the main ethical challenges involved: 

 
7.1 Problem Selection and Definition 
 
The decision-making process regarding what to develop in healthcare AI is complex and often 

involves various stakeholders. However, it is essential to ensure that this process is transparent and 

inclusive, satisfying the needs of all actors, taking into account: 
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● Potential Benefits and Risks: The benefits of AI in healthcare can be significant, but there are also 

potential risks. These risks include the possibility of AI having significant biases, being used for 

malicious purposes, or causing job loss in specific trades or professions. 

●  Ethical and Legal Implications: The use of AI in healthcare raises a series of ethical and legal 

issues. Among them are the right to privacy, the right to informed consent, and the possibility of 

reproducing certain social biases embedded in the data. 

● Data Availability: Developing such solutions requires access to a large amount of data. This data 

can be challenging to obtain, and ensuring that it is accurate and representative of the target 

population while being treated confidentially is essential. The challenge lies in finding a balance 

between the availability of open data to promote the development of AI-based tools and the 

rigorous preservation of privacy and confidentiality of personal information to ensure that these 

developments are carried out ethically and responsibly. 

● Development and Implementation Costs: Given the costs involved in developing and deploying 

AI-based healthcare solutions, it is essential to ensure that these solutions are affordable and 

accessible to all users and patients. 

The inclusion of the perspectives of all key stakeholders from the outset of the project is essential 

to ensure products that add value to the healthcare chain while avoiding harm. This includes: 

● Government Agencies: Governments regulate the development and use of AI in healthcare. For 

example, agencies regulating the administration of drugs and healthcare technology play a key role 

in approving AI-based medical devices. 

● Healthcare Organizations: Service-providing institutions, both public and private, are responsible 

for implementing AI-based solutions in their clinical environments. They also play an essential role 

in collecting and managing the data used to train the models. 

● Research and Development Teams of AI, Including Ethicists: These teams are responsible for 

creating and maintaining AI-driven healthcare solutions. They work with healthcare organizations 

to understand the needs of physicians and patients and to develop solutions that meet those needs. 

● Patients and Users: For most use cases, patients are the end-users or the final recipients of 

decisions based on AI tools. They have a role in ensuring these solutions are safe, effective, and 

accessible. 

● Research Institutions, Universities, and Academic Institutions: These institutions research the use 

of AI in healthcare. They develop new AI-based solutions and work to understand AI's ethical and 

legal implications in healthcare. 

● Civil Society Associations (Non-Governmental Organizations, Scientific Societies): Sector 
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associations work to promote the responsible development and use of AI in health. They develop 

standards and guidelines for the use of AI and also provide education and training to healthcare 

professionals. 

● Health Technology Industry: The health technology industry plays a crucial role in the responsible 

development of artificial intelligence. It is not only developers and funders of technologies, but its 

expertise in regulation and compliance with ethical standards gives it an advantageous position to 

promote good practices and even influence agendas. However, it is important to consider the clear 

conflicts of interest that such an actor presents.  

 

7.2 Planning and design 
 

Embedded Ethics 

As previously mentioned, ethical considerations emerge as a fundamental imperative during the 

design process of AI-based systems. This includes the composition of the design team, the selection 

of data sources, and the contemplated use cases. 

Once the ethical aspects to consider have been defined, it is essential to identify those responsible 

for embedding these aspects into development. In this regard, Miller [14] identifies two crucial 

issues when defining responsibilities for incorporating ethical aspects and bias control in the 

development processes of AI-based applications: first, the multiplicity of profiles enrolled under 

the category of developers (whom he considers ethically responsible actors in terms of 

developments [14-18]). Here, technicians, designers, financiers, etc., can converge. Secondly, he 

emphasizes that, within the framework of the projects within which the solutions are developed, 

there are often changes in the work teams, which means that professionals with different profiles 

enter and exit throughout these projects. 

This requires a broad view of the role of actors or "stakeholders," traditionally defined as the players 

involved in a project who, in turn, are impacted by its results. In this sense, Miller [14] incorporates 

the figure of the passive stakeholder, which includes other actors who, without actively participating 

in the process, may end up being affected. This implies generating a balance that includes the 

evaluation of the community (and all the ethnic, cultural, and social problems that this implies) and 

the environment [19]. 

Own Development or Reuse 

Part of the discussion during the design phase involves deciding on the possibility of reusing tools 

already developed. This is particularly relevant in the case of developing countries seeking to adopt 

technologies developed and implemented in developed countries. The inconveniences associated 

with the adoption of solutions based on other ethnic, cultural, and social contexts have been mainly 

highlighted [20-22], from the application of models trained originally in different languages to 
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applications that are assumed to be "plug & play," that is, for direct use without the need for local 

adaptation, without considering the existing differences in processes. In that context, the parties' 

role in each part of the process and their skills are decisive. 

Governance 

Another crucial aspect is data governance, defined as the "organizing logic of data management: 

collection, storage, processing, use, exchange, and destruction." Janssen et al. propose a 

framework for data governance to ensure that the correct data is shared securely and reliably and 

that the exchange complies with regulations [23]. This framework also promotes controlled opening 

of data and algorithms to allow external scrutiny, reliable information exchange within and between 

organizations, risk-based governance, system-level controls, and data control through (self-

sovereign)2 identities and shared ownership. 

2 A "self-sovereign identity" refers to a system of personal data management in which an individual has complete and autonomous control over their 

own information, allowing them to selectively and securely share specific identity details online. 

 

7.3 Development and Validation 
 

The literature distinguishes three key ethical challenges facing the implementation of AI in medical 

and healthcare practice. These include potential biases in AI models, protection of patient privacy, 

and the trust of physicians, users, and the general public in incorporating AI in medical and 

healthcare [24,25]. 

Data Generation 

Constructing databases or "datasets" for machine learning models constitutes an essential process 

in developing intelligent and automated systems. [26]. However, it is crucial to recognize and 

address the inherent biases that may arise in such datasets. 

Biases in datasets can manifest in various forms. One of the most common is selection bias, which 

arises when the collected data does not adequately represent the diversity and variability present 

in the actual population [27]. For example, in applications such as facial recognition, data sets that 

underrepresent minority ethnicities can lead to unsatisfactory results for those groups [28]. For 

example, the same has been described in applications for identifying skin lesions [29,30]. These 

biases can be amplified during the training process, as algorithms tend to learn patterns from the 

provided data, regardless of whether they are appropriate or not. 

On the other hand, labeling biases can be introduced when annotations are subjective or reflect 

cultural and social perceptions. This arises because annotators who label or classify the training data 

for a model are individuals embedded in society and bring their own biases to this task. For example, 

when classifying messages on social networks according to their polarity, annotators may condition 

the classification depending on how they interpret the gender of the message's author. This is more 

frequent when the annotation task is complex (assigning polarity to a text, detecting sarcasm or 
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irony, detecting hate speech, or medical diagnoses). This can be mitigated with detailed and field-

tested annotation3 manuals that ensure adequate levels of standardization in annotation. 

Effectively addressing these challenges requires a combination of approaches. 

1. Firstly, a comprehensive analysis of the data for potential biases must be conducted. This involves 

assessing demographic distributions, gender relationships, ethnic characteristics, and other relevant 

variables to ensure that the dataset reflects the diversity of the population [32]. 

2. Subsequently, preprocessing strategies4 should be implemented, such as sample reweighting 

(which adjusts the weights of classes) or synthetic data generation (which creates artificial examples 

similar to existing ones for underrepresented groups) [32]. These techniques are necessary when 

there is an imbalance in the datasets concerning any of the variables of interest. Balancing or 

equalizing classes through one of the mentioned techniques significantly improves the model's 

ability to generalize when there are underrepresented classes or biases in our datasets. 

Incorporating feedback and review by domain experts is also essential at this stage to ensure 

adequate identification and mitigation of biases [32,33]. 

3 A detailed document that provides specific guidelines and instructions to human annotators on correctly labeling and annotating training data for 

a machine learning model. 

4. Refers to the set of techniques used to prepare and clean data before training a model, typically to achieve better performance and generalization. 

Furthermore, transparency and detailed documentation of the dataset construction process are 

crucial. Research teams should record all decisions made, from selecting data sources to cleaning 

and labeling methods. This allows for external critical evaluation and facilitates the early detection 

of potential unnoticed biases [33]. Additionally, interdisciplinary collaboration should be 

encouraged, involving experts in ethics, diversity, and sociology, along with machine learning 

engineers, to ensure a comprehensive perspective and deep understanding of potential social and 

ethical impacts from the project's inception [8]. 

Data Privacy 

In the field of AI and health, it is common for developed tools to be trained with or use a 

considerable amount of personal and clinical data from patients as input. This means there is an 

inherent risk of this sensitive information being "hacked" or compromised somehow. Therefore, 

from our various roles, it is crucial to ensure that these developments are accompanied by respect 

for privacy and confidentiality. 

Fortunately, standards and guidelines have been established to manage the use of personal data 

in the context of AI. For example, the Ibero-American Data Protection Network, which includes 22 

data protection authorities from countries such as Portugal, Spain, Mexico, and others in Central 

America, South America, and the Caribbean, has published recommendations for treating personal 

data in artificial intelligence [34]. Some of these recommendations include designing appropriate 
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governance schemes for processing personal data in organizations conducting AI developments, 

ensuring the quality of personal data, using anonymization tools, and increasing trust and 

transparency with data subjects. Such initiatives are essential to ensure that AI advances do not 

compromise personal data privacy and security. 

Data Preprocessing 

The data preprocessing phase, aimed at rectifying inaccuracies from their original sources, holds 

significant importance in safeguarding the accuracy and fairness inherent to a given model. The 

work in this area demands the ability to clearly discern vulnerable groups within the data in 

question (such as those derived from gender or ethnic identity variables), allowing us to measure 

disparities in data integrity and completeness among these groups. The work by Larrazabal et al. 

[37] explores this aspect in machine learning models applied to X-ray images to predict different 

diagnoses. In this work, the researchers trained different models using training datasets with varied 

levels of gender imbalance, such as 25% men and 75% women or 0% and 100%. Then, they evaluated 

how these models detected pathologies in images of individuals of both sexes separately. They 

demonstrated that when gender imbalance in the training data was high, the model's performance 

decreased significantly in the underrepresented group, and even in cases of intermediate 

imbalance, such as 25% men and 75% women, the model's performance in the minority group was 

negatively affected. This has significant implications because the lack of consideration of this 

imbalance could lead to the generation of false positives or false negatives in predictions of diseases 

that particularly affect the underrepresented group. 

Complex data-cleaning procedures are proposed in more challenging situations where datasets 

present more severe problems. An example of this is the MLClean preprocessing strategy proposed 

by Tae et al. [36], which aims to integrate data cleaning (removal of duplicates, correction of 

erroneous values), bias mitigation through data reweighting based on variables related to these 

biases, and data sanitization, i.e., the removal of confidential or sensitive information, into a single 

preprocessing pipeline. 

Training and Model Validation 

Performance metrics in an artificial intelligence model should be carefully selected according to 

their purpose. For example, in classification problems, evaluation can focus on determining whether 

it is more relevant to focus on false positives (e.g., regular X-rays misclassified by the model as 

"pneumonia") or false negatives (using the same previous example, X-rays labeled as "pneumonia" 

that are classified by the model as normal), depending on the context. However, when evaluating 

an AI model, it is also crucial to use metrics that fairly reflect its performance across different 

groups or segments of the population, especially those considered vulnerable. Thus, using global 

metrics can be misleading and biased, as it could conceal discrimination or underrepresentation 

issues in minority groups. A more suitable alternative would be to evaluate metrics for each specific 

group, such as different ethnic groups, genders, or other sensitive characteristics. For example, 
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standard metrics like the F1 score5 or even accuracy6 can be appropriate metrics if disaggregated 

by gender or race. This can significantly mitigate problems that arise when including variables in a 

model that improve overall performance but worsen it within specific groups. 

In cases where models show poor metrics performance, whether for classification or regression, in 

any of the evaluated subgroups, it is advisable to analyze the examples within that subgroup and 

consider the possibility of retraining the model. However, accumulations (clusters) of similar 

examples may still have a high variability of characteristics, making their summary and 

interpretation difficult. Therefore, it is essential to find an effective technique to detect 

subpopulations where performance metrics are deficient and simultaneously allow the 

identification of subsets of data that are easy to understand [8]. 

Identifying problematic subsets through tools like Slice Finder [41] helps users improve the fairness 

of the model and provide more reliable and responsible decision-making results by identifying 

interpretable subsets of data where the model performs poorly. Alternatively, periodic audits can 

be conducted to identify subgroups with low performance, thus iteratively improving the model's 

performance for the target subgroups. Some biases can even be corrected with techniques involving 

re-labeling, such as Reinforcement Learning from Human Feedback, used in the popular chatbot 

chatGPT [42]. 

Realistic recognition by teams must accompany equity-addressing practices. Whenever possible, 

the AI algorithm should be tested in multiple healthcare institutions, socioeconomic groups, and 

age ranges [8,24]. 

The continuous search for approaches to address equity issues in artificial intelligence is crucial 

for advancing towards more inclusive and fair technological development. 

 

5 A metric that combines sensitivity (or "recall" in English) and positive predictive value (or "precision" in English) of a model into a single measure, 

providing a balanced evaluation of performance by considering both false positives and false negatives.  

6 A metric that measures the proportion of correct predictions made by a model out of the total predictions made. 

 

7.4  Deployment and Implementation 
 

Model Explainability 

The notion of explainability refers to an artificial intelligence system's inherent ability to 

reconstruct the underlying process by which it arrives at certain predictions or specific outcomes 
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[43,44]. This attribute holds fundamental significance in adapting such systems and within the 

framework of the imperative ethical evaluation that governs their operation. 

Different categories of AI-based systems pose heterogeneous challenges regarding their level of 

explainability. For instance, in the case of expert systems or symbolic artificial intelligence systems 

widely employed in the healthcare domain, clinical or medical knowledge is encoded using rule-

based algorithms for decision-making. These systems are adapted by adjusting or modifying rules 

established by the scientific community and applying them to reference cases. This confers upon 

such systems a highly elevated degree of explainability, as each rule is explicitly encoded. Thus, each 

algorithmic decision can be traced back to a rule or combination thereof. 

In contrast, machine learning algorithms aim to discover intrinsic patterns in data to achieve an 

optimal level of generalization. These algorithms "learn" by adjusting their parameters based on 

training data, optimizing a loss function (i.e., a function quantifying the discrepancy between the 

model's predictions and the actual training values) to solve specific tasks. In the context of deep 

neural networks, the multitude of distributed computation layers between inputs and outputs 

obscures the underlying procedure, resembling a "black box." Consequently, comprehending their 

predictions is challenging since it is often not easy to "delineate" or unravel the flow of information 

numerically or in a visual representation, unlike simpler models such as logistic regression or 

decision trees [45]. 

This implies that as the inherent complexity of the algorithm increases to improve prediction 

performance, the difficulty in accurately elucidating which rule or set of rules was instrumental in 

generating the prediction also intensifies [45]. 

The trade-off between complexity, interpretability, or the level of explainability emerges as one of 

the predominant challenges in adopting such tools in the healthcare domain. 

Explainability in AI can be intrinsic to the algorithm to be used (for example, linear regressions and 

decision trees) [46], or it can be an approximation made by other methods (for instance, LIME [47] 

or SHAP [48]) external to the model. This differentiation can help understand the common 

designation of some AI methods as "black boxes." It is essential to highlight that the explainability 

inherent to an algorithm will typically be more precise than other approximate explainability 

methods. However, it usually also performs less, as is the case with linear or logistic regression 

compared to convolutional or multi-layer neural networks. 

Thus, a trade-off between explainability and model performance must be considered during the 

development and validation of our tool, mainly when used to support clinical decisions. 

Considering the growing preference for high-performance methods and the need for explainability 

in the healthcare domain, an approach should be prioritized where multiple stakeholders critically 

evaluate and address explainability methods, prioritizing plurality, intersectionality, and 

interdisciplinarity. 

From a development perspective, explainability is essential for validating models based on 

coherence, not just performance. An example of a medical application reflecting this problem is 
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described by Zech et al. [49]. In their work, they describe the impact of confounding variables (e.g., 

image metadata embedded in X-ray plates) on model performance, which is clearly a problem for 

generalization. In this regard, it is necessary to work together with data scientists and engineers to 

understand the type of explainability or interpretability needed for the particular tool being 

developed. 

The development of algorithms will be different if local explainability is sought (where a particular 

prediction needs to be explained, which variables weighed in that decision, or what rules were 

applied to reach it) or global (where the aim is to understand the model, such as the weights of the 

included variables or to approximate the model to a set of rules or decision tree) [50]. Thus, 

developing models that seek to satisfy the need for explainability that users have and using 

human-centered approaches to keep people informed [50] will allow addressing the ethical and 

social issues associated with using AI in healthcare. 

 

7.5 Operation and Monitoring 
 

Once these models have been deployed in production, meaning they are already being used within 

real-world processes, it is essential to conduct continuous evaluations over time to identify any 

early signs of performance deterioration. This becomes relevant due to the possibility that changes 

in the population composition over time may differ significantly from the conditions initially 

considered during the initial deployment phase of the model. Feng and colleagues [51] provide a 

detailed description of the monitoring process and suggest areas for improving the quality of such 

systems within healthcare institutions. Carrying out this monitoring process is a fundamental pillar, 

requiring a comprehensive consideration of the previously outlined elements. For example, it is 

imperative to conduct rigorous monitoring of the model's performance in contexts involving 

vulnerable groups and changes in the distribution of its variables. 
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8. Conclusions 

 

The rapid evolution of artificial intelligence in recent years has posed a series of ethical challenges 

that demand rigorous attention and deep reflection. Advances in AI have demonstrated significant 

potential to transform various industries but have also raised concerns about privacy, algorithmic 

bias, accountability, and the substitution of human tasks. Effectively addressing these ethical 

aspects requires collaboration among healthcare professionals, data scientists, engineers, 

policymakers, and experts in bioethics. 

Establishing robust regulatory frameworks that guide the development and implementation of AI is 

imperative. This will ensure that benefits are maximized while potential harms are minimized. 

The pursuit of ethical solutions in AI ensures the integrity and reliability of emerging technologies 

and promotes a responsible and sustainable approach to technological innovation, which benefits 

society as a whole. 
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