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Abstract

Background: Around 3.3 million children worldwide are infected with HIV and 90% of them live in sub-5aharan
Africa. Our study aimed to estimate adherence levels and find the determinants, facilitators and barriers of ART
adherence among children and teenagers in rural Tanzania.

Methods: We applied a sequential explanatory mixed method design targeting children and teenagers aged 2-19

years residing in Ifakara. We conducted a guantitative cross sectional study followed by a gualitative study combining
focus group discussions iFGDs:l- and in-depth interviews {IDIs), We used pill count to measure adherence and defined

optimal adherence as = =80% of pills being taken. We analysed determinants of poor adherence using logistic
regression. We held eight FGDs with adolescent boys and qirls on ART and with caretakers. We further explored
issues emerging in the FGDs in four in-depth interviews with patients and health workers. Qualitative data was
analysed using thematic content analysis.

Results: Out of )16 participants available for quantitative analysis, 70% had optimal adherence levels and the
average adherence level was 84%. Living with a non-parent caretaker predicted poor adherence status. From the
gualitative component, unfavorable school environment, timing of the morning ART dose, treatment longevity,
being umaware of HIV status, non-parental (biological) care, preference for traditional medicine (herbs) and

forgetfulness were seen to be barriers for optimal adherence.

Conclusion: The study has highlighted specific challenges in ART adherence faced by children and teenagers.
Having a biclogical parent as a caretaker remains a key determinant of adherence among children and teenagers.,
To achieve optimal adherence, strategies targeting the caretakers, the school environment, and the health system
nesd to be designed.

Table 2 Summary of characteristics of participants by adherence categories

Optimal Suboptimal P-Value

Variables n % n %
Sex

Male 46 69 | E1|

Female 35 7l 14 s} 075
Age-school

Pre-school age 2.5 yrs 3 77 7 3

>6 yrs never been to schoaol 11 58 8 42

Primary schoal age and in primary 21 70 9 0

Secordary school but in primary 19 70 8 0

Secondary school age and in secondary 7 70 3 0 074
Baseline (D4 + cell count

Below 350 cells/mm3 33 66 17 34

Above 350celle/mm3 42 7l 17 s}

Missireg 3] 86 1 14 054

Cross sectional study on adherence based on
pill count (n=116), 70% had optimal adherence,
factors associated with adherence.

N=56 in focus group discussions and 4 in-depth
interviews with patients, caregivers and HCW on
barriers to adherence

“My mother tells me to take drugs in the morning and
I sometimes wake up very early and no food prepared,
and when I take medicine (in the morning) I feel
nausea but I go to school just like that... and I try not
to miss school...”. [FGD, Boy].




Did investigator assign exposures?

Yes No
Experimental Observational
Randomised Comparison group?
controlled trial
Y Yes No
Non- { {
randomised [ Analvtical } [ Descriptive studies/]
controlled trial Y case reports

[Cross-sectional] [Case control} [ Cohort }

Adapted from Schulz and Grimes, The Lancet Handbook of Essential Concepts in Clinical Research



Aim of session

To be able to...

 Recognise different types of data, and know how these can be summarised

 Understand the need to summarise uncertainty in our estimates using confidence
intervals, and know how to interpret these

e Use and interpret a p-value to test hypotheses about our data
 Understand the relationship between confidence intervals and p-values



Outline

e Descriptive statistics
e Confidence intervals
e Hypothesis testing



DESCRIPTIVE STATISTICS



Section 1: Introduction

Aims:
* Use sample of data to make
Inference regarding a population.

* Collect, summarise, and present
data.

« To understand and explain

associations and variation in data.

Population \

Statistics

7

Sample




What do we do?

What is the scientific question?

e Design an appropriate study and analysis plan.

e (Calculate the sample size.

e Collect data - importance of data quality.

e Validation and consistency checks required.

e Appropriate analysis.



Section 2: Types of Data

« A variable is a measurable characteristic or attribute. In quantitative research, we
distinguish between two types of variables

Cateqgorical data Numerical

* Binary
* Ordinal

 Unordered (or
nominal)

« Continuous
e Discrete



Categorical variables

Binary — two categories
e.g. male/female, dead/alive etc.

Ordered (ordinal) — three or more ordered categories
e.g. tumour status, WHO HIV stage (1-4) etc.

Unordered (nominal) — three or more unordered categories
e.g. country of birth, study centre etc.



Numerical variables

Continuous - can take any value (in a given range)
e.g. age, height etc.

Discrete - can only take specific (usually integer) values
e.g. year of birth, number of drugs etc.
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1. CuNnrCcAL MEASUREMENTS

FORM 5 - ENROLMENT .51 25 Erane

A weignt) -] |.] - | B.Heignt/Lengwn | | ] .| | c.muac| | ].] | D.Temperawre| |- ]|

2. TB SymprTomMS & CONTACTS
A. TB Symptoms: Has the participant had any of the following TE symptoms after screening™

i) Cough (=2 weeks]

What type of data are the variables s
highlighted on the CRF? =

v} Weight loss

q'
i
:
:
Y

s,

if ves, Answer 2.0

vi) Lack of playfulness fenergy
vii) Poor feeding/appetite

Types: Binary, Ordinal, Nominal, [z s

Omnby complete 2.B if the particdpant had a cough [>2 weeks)

Continuous and Discrete i bussenway [ ] ] 3.

ii) Charscter of cough: (tick ol that apply)  Mesty Wet|[ | ory[] productive[ ]
iii) Frequency of cough: Imtermittent I:l (‘.nnn'u.musI:I
Is cough in association witdh:

[ OO00000)
0000000 @

v} Exertion/Exciternsant

v} Wheezing

wi) Might-time

Qo0 @
Oods
DDD§

Only complete L.C if the partidpant had a fewver

C. i} Duration [danys)
i) Variztion [la.ir-.r|:| Intermil:r.-errtD Rare [ ]| = 4
iii) Highest recorded ternpa?turel:l:l . I:I Tick box if Mot measured/unknown [ if Not messured/unknown, skip to 2.0 -
iv) Site where thermometer reading was taken: Axillary [ | Rectal[ | oral | Ear[| Unknown[ | i 5

D. i} Have any of the participant’s known contacts had TB in the last year? "f'FE-I:I N-HD Unl‘.nnwnD
if ¥Yes, compiete the table below for the most significont contoct, otherwise skap to 3.4

Answers available at end of slide set



Section 3: Describing and summarising data

Descriptive analysis should be the starting point of any statistical investigation.

Tables and graphical methods.
— exploring distributions
— investigating relationships
— inspection for outliers

Summary measures.
— “typical” value
— spread or range of values



Descriptive statistics and graphical methods : Categorical data

Baseline data tables are useful for deciding if
data is representative of the target population

Degree of stunting at start of treatment
Frequency and relative frequency In 4815 children living with HIV

Stunting at start of Frequency Relative
treatment frequency
Not stunted 2507 52.1%
Stu nted 1267 26.3%

Severely stunted 1041 21.6%




Contingency tables

We may wish to look at two categorical variables

Degree of stunting at start of treatment in 4815 children living with HIV by region

Western and
Europe
rest of

start of and Central | and South and North | Americ Asia Total
Southern

treatment Africa Africa . America
Africa

Stunting at Eastern Botswana

Not stunted 1178 (47.2%) 429 (52.5%) 189 (61.4%) 419 (82.5%) 93 (5%) 199 (39.4%) (52252;))
Stunted 700 (28.4%) 234 (28.6%) 67 (21.8%) 66 (13%) 53 y3g(o7.3w) 207
(29.6%) (26.3%)
Severely 0 0 0 0 33 0 1041
e 611 (24.5%) 154 (18.8%) 52 (16.9%) 23(45%)  (oa 168(E33N)

Total 2498 817 308 508 179 505 4815



Bar charts

Level of manual disability in 368 adults with cerebral palsy
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Height indicates number (percentage) in each group. Bars have same width.



Descriptive statistics and graphical methods: Continuous data

Heights of 80 South Africans.

1.511.751.521.591.561.731.68 1.63 1.61 1.63
1.621.731.781.751.571.521.63 1.61 1.69 1.58
1.641.541.681.681.631.491.531.621.621.58
1.551.661.771.73 1.66 1.65 1.53 1.48 1.70 1.59
1.771.641.621.601.76 1.52 1.56 1.68 1.80 1.50
1.581.611.601.661.721.591.571.621.52 1.67
1.571.581.751.581.621.731.701.84 2.20 1.54
1.661.601.461.461.701.761.64 1.68 1.64 1.65

We can summarise this data using numerical or graphical methods
as before.



Histograms
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Used to explore the shape of the
distribution

position of the peak and degree of
symmetry

spread of values about peak

Also used to spot outliers

an observation inconsistent with the
remaining data

may have an unduly large influence



Scatter plots .

60 -

« Use to look for correlation between
two continuous variables 9

« Can visually inspect direction of
correlation

« Weight increasing as height
Increases-> positive correlation

weight

20 A

100 120 140 160 180
height

Scatter plot weight and height



Summary measures
Summary measures of location and spread.

Presentation of these should be based on a consideration of the data.

Can also be used to check data.



s

Symmetric or skewed?

Svmmetric data Skewed data

14
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Positive skew: long tail on right hand side
Negative skew: long tail on left hand side (rare)



| ocation: Mean or median?

Symmetric data: use arithmetic mean
— mean = sum of all values / number of observations

Skewed data: use median
— median = order observations and take middle value



Symmetric data
Median mean
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Skewed data
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Spread: Centiles and quartiles

The cth centile is the observation below which c% of the observations lie
 median is the 50th centile
« 25th centile known as lower quartile
— a gquarter of the sample lies below the lower quartile
e 75th centile known as upper guartile

— a quarter of the sample lies above the upper quartile
1.62 7

1.6
Height 1.60 1.63163 1.65.66 1.67 1.67 1.69 (n=9)

. <>
Lower quartile

Median Upper
quartile



Spread: Range and IQR

Range
— minimum to maximum value
— e.g. Height range 1.46 to 1.84 metres

Inter-quartile range (IQR)
— 25th to 75th centile
— e.g. Height IQR 1.57 to 1.68 metres

Use median, lower and upper quartiles, and
median = (1.5*IQR).

Good for comparing distributions.
Can be visualized by boxplots

Height (m)

1.99

Box plots for Height

Treatment A

1.8+

1.7 4

1.6+

1.54

Treatment B

Graphs by Treatment



More ways to visualize spread

Panel A. Median (IQR) age Panel B. Median (IQR) CD4 percent
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Spread: Mean and Standard Deviation

Mean
— sum of all values / number of observations

Variance (02)
— average squared deviation around the mean
— (each value-mean)2/number of observations
— tells you how tightly the data is clustered around the mean

Standard deviation (o)
— square root of variance
— same scale as measurements
— Heights: SD = 0.08 metres



Spread: Mean and Standard Deviation
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Overview of summary measures
Mean and standard deviation

— uses information from every observation
— can be distorted by outliers or skewed data

Median and inter-quartile range

— better for asymmetrical distributions or outliers
— less efficient use of data
— less easy to handle mathematically

Range

— increases with sample size
— largest and smallest observations most likely to be suspect



Section 4. Statistical distributions

Some statistical methods require distributional assumptions - can usually check these
using our data.

* Independence

— Probability that an event occurs for an individual is unrelated to outcomes of other
individuals.

 Normal Distribution
— whatis it and why is it so important?
— transforming to Normality



Summary

e Why we do statistics!

e I[mportance of looking at the types of data.
e How we might check data.

e How to start a statistical analysis.

e Making (and verifying) assumptions.



CONFIDENCE INTERVALS



EXxposure or outcome?

Exposure = explanatory, independent, risk factor.
Outcome = response, dependent variable.

Important to distinguish between exposure and outcome variables to identify the
qguestions of interest and appropriate methods.

Example: Exposure — Age at diagnosis, sex, ART regimen
Outcome — CD4 count, viral load, blood pressure, weight



Outline of the research process

Form a research hypothesis / research question
\)
Design an appropriate study

"

Conduct the study and collect the data
\)
Carry out a statistical analysis of the data
e Estimate parameters
e Draw conclusions



Estimation: From Sample to Population

e |deally want to know about the whole |
population “‘ \:‘. :
- Not practical or necessary 3

- So take a sample

- Use information from this sample
to make inferences about the
population

* Two concepts in estimation:
1. ‘True’ values: The true — unknowable — values in the entire population
2. ‘Estimated’ values: Estimated from the sample we have taken



Uncertainty in our estimates

e Imagine taking lots of repeated samples from our population

e Estimate prevalence for each sample

e Our samples will all be slightly different, and so will have different prevalence values
e Uncertainty in our estimated values and thus what the true value is




How to summarise this uncertainty?

e Standard errors

-

e Confidence intervals




What do we want to estimate?

e Two types of data:
— Categorical/binary e.g. prevalence of HIV

<= Continuous e.g. blood pressure >

e Two types of measure

< — Estimate a single value e.g. average blood pressure in a defined population

— Estimate a difference between two values e.q. difference between average blood
pressure in the treatment group and in the control group

Example: what is the average blood pressure among children living with HIV?



Standard error of the mean

e The standard error measures the uncertainty in the estimate of
the mean (m)

— Standard error = standard deviation / Vn

- N

With bigger SD: With bigger N:

e Estimates more uncertain e Mean get closer to true
value

||| “‘II
1.6 1.7
height (m)




Confidence Intervals (Cl): Definition

e Arange of values that are our best guess of where the true population
parameter might lie

e Conventionally use 95% confidence intervals

— If we took repeated samples from the population, 95% of these Cl would be
expected to contain the true value

parameter




Calculate a Confidence Interval (Cl)

e XX% ClI for the true population mean is:

sample mean * (multiplier x standard error)

where the multiplier depends on the required level of the confidence interval e.g.
95%, 90% or 99%

e For a95% confidence interval: multiplier = 1.96 (based on the standard Normal
distribution)



Recap

e The standard error measures the uncertainty in the estimate of the mean
Standard error of mean (SE) = standard deviation / Vn

e Confidence interval is the range of values that we are confident includes
the true population parameter

95% Cl = mean + (1.96*standard error)



Example 1

e Research question: What is the mean blood pressure in Ugandan children with HIV?
e Population: All children with HIV in Uganda
e Sample: Children attending a healthcare facility during a one week study period

e Data collected: N = 50, Mean =100 mmHg, SD = 13.7



sample size (N) = 50; mean = 100 mmHg; SD = 13.7 mmHg

Example 1

1. Calculate the standard error of the mean blood pressure
Standard error = SD/ Vn
=13.7/ sqrt(50) = 1.9

2. Calculated the associated ClI

95% Cl = mean = 1.96*SE
= 100 £196x1.9= 100 %+ 3.8
=(96.2, 103.8)

3. Interpret the Cl

“We can be 95% sure that the true mean blood pressure is between
96.2 and 103.8 mmHg”



What do we want to estimate?

e Two types of data:
— Categorical/binary e.g. prevalence of HIV

<= Continuous e.g. blood pressure >

e Two types of measure
— Estimate a single value e.g_average blood pressure in a defined population

— Estimate a difference between two values e.q. difference between average bloo
ressure in the treatment group and in the control group

Motivating example: what is the average blood pressure among children living with HIV?




Comparing two populations

e |n practice we often want to compare the results of two groups rather
than just one.



Standard Error of a difference

e The standard error of a difference measures the uncertainty in the

estimate of the difference between the means (m, — treatment, m, —
control

e Difference (treatment effect) = m,—m,

e SE(d) = 5E(m1 - mz) With bigger N:

= V[SE(m;)? + SE(m,)°] e Estimate of difference
=V[(S 1/ V Nl) +(S 2/ V NZ)Z}// closer to true value
With bigger SD: /D

e Estimates of difference more
uncertain



Calculate a CI of a difference

e XX% ClI for the true population difference is:
difference £ multiplier x SE (difference)

where the multiplier depends on the required level of the confidence interval e.g.
95%, 90% or 99%

e For a95% confidence interval: multiplier = 1.96 (based on the standard Normal
distribution)



Example 2

e Research question: Is there a difference in mean blood pressure between girls and
boys living with HIV in Uganda®?

e Population: All children with HIV in Uganda

e Sample: Children attending a healthcare facility during a one week study period

e Data collected
- Girls: N =24, Mean= 98, SD=13.1, SE=2.7
- Boys: N =26, Mean =101, SD=14.2, SE=2.8



Girls: N=24, Mean= 98, SD=13.1, SE=2.7
Example 2 Boys: N =26, Mean =101, SD=14.2, SE=2.8

1. Calculate the difference and standard error of the difference of average blood
pressure between groups Diff= 101 -98 =3

SE (diff) = V[SE(m,)? + SE(m)?] = V[2.82 + 2.72] = 3.9

2. Calculated the associated Cl 95% Cl = diff £ 1.96*SE

= 3+ 1.96x3.9
=3+76
= (-4.6, 10.6)

3. Interpretation “We can be 95% sure that the difference in blood pressure

between girls and boys is between -4.6 and 10.6”



What do we want to estimate?

e Two types of data:

<= Categorical/binary e.g. prevalence of HIV>
— Continuous e.qg. blood pressure

e Two types of measure
— Estimate a single value e.g. average blood pressure in a defined population

— Estimate a difference between two values e.q. difference between average blood
pressure in the treatment group and in the control group



SE and CI of a single proportion

e e.g. What is the true HIV prevalence (p) in Uganda?

p *(1-p)
\[ n

Standard error of a proportion

Confidence interval pi(1.96*\/p*(1_p))

n



SE and CI of difference in proportions

e e.g. What is the difference in HIV prevalence between men (p,) and
women (p,) in Uganda?

Standard error of difference |- (1~p1) 4 P2 (1-p2)
\ ng n;

nq np

Confidence interval (p;—p,) * (1.96 *\/pl 1-p1) | P2 *(17Pp),



RESEARCH Open Access

Example 3 Prevalence and risk factors for ®

hypertension and diabetes among those
screened in a refugee settlement in
Uganda

Rachel W. Kubiak'®, Elinor M. Sveum?, Zikama Faustin®, Timothy Muwonge®, Hussain Abbas Zaidi®,
Andrew Kambugu®, Simon Masereka®, Julius Kasozi’, Ingrid V. Bassett” and Kelli N. O'Laughlin®®

Hypertension

Overall, 1067 (50%, 95% CI 48.0-52.2%) of participants
met criteria for pre-hypertension at the time of their
clinic visit and 187 (9%, 95% CI 7.7-10.1%) met criteria
for hypertension. The number needed to screen to iden-

tifir Ano nour inctancra aAf hvmartoncinn ume 182 nannla

Diabetes
Overall, 32 participants met the criteria for diabetes
(1.5%, 95% CI 1.1-2.1%). The number needed to screen

| SENEEY LIRSk I= i WECR U L AN

Kubiak et al, Confl Health, 2021



Quiz

1. If we increase the sample size, what do we expect to happen to the
standard error?

— Increase / decrease / no change

2. True or false, the estimated mean is always inside the confidence interval
we calculate?

3. If we increase the sample size, what will happen to the CI?

— Get narrower / get wider / no change

Answers available at end of slide set



HYPOTHESIS TESTING



Outline

* Laying out a research hypothesis in statistical terms
* Interpreting a p-value

* Relationship between p-values and confidence intervals



Start with a research hypothesis:

* What we expect or hope

* For example:
 HIV viral load Is lower on treatment A than treatment B

» Adverse events on treatment A are more common In

Infants than in older children



Durand et al. BMC Infectious Diseases (2017) 17611
DOd 10.1186/512879-017-2692-2

BMC Infectious Diseases

Study hypothesis
“The chronic and persistent
iInflammation associated with HIV
disease leads to accelerated aging,
characterized by premature CVD,

The Canadian HIV and aging cohort study - @
determinants of increased risk of cardio-

vascular diseases in HIV-infected

individuals: rationale and study protocol

Madeleine Durandrﬁi, Carl Charrrand-Lefewa}, Jean-Guy Barilar Sylvie TrDTTiE'rS, Benait Trﬂtriera, Marianne Harris4,

Sharon Walmsleyf, Brian Conwa}rg, Alexander Wongé', Jean-Pierre Rcuurg,r?, Colin Kovacs®, Paul A. MacPherson®, alte red metabOI ISM and Immune
Kenneth Marc Monteith®, Samer Mansour®, George Thanassoulis'®, Michal AI:_:rahamei-:z”, Zhitong Zhu'', h . . I I I .
Christos Tmukas12, Petronela Ancura"", Micole Bernard1'1, Cécile L Trerr1||::nla1,r1j and For the investigators of the Senescence . T I S WI tran S ate I n to
Canadian HIV and Aging Cohort Study . - = =
higher incidence rates of CVD in HIV
Abstract infected participants, when compared
Background: With potent antiretroviral drugs, HIV infection is becoming a chronic disease. Emergence of comorbidities, 1 "Wall
particularly cardiovascular disease (CVD) has become a leading concern for patients living with the infection. We to H IV n eg at Ive p art ICI p an tS 1 aft er
hypothesized that the chronic and persistent inflammation and immune activation associated with HIV disease leads o 0 0.nC 0
accelerated aging, characterized by CVD. This will translate into higher incidence rates of CVD in HIV infected participants, adj ustment for traditional CVD risk
when compared to HM negative participants, after adjustrnent for traditional CvD risk factors. When characterized further 7
using cardiovascular imaging, biomarkers, immunoclogical and genetic profiles, (VD associated with HIV will show different faC tors.

characteristics compared to CVD in HV-negative individuals.
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Abstract

Objective: To evaluate whether maternal HIV serostatus and plasma viral load (VL) are
associated with midtrimester cervical length (CL).

Methods: The Zambian Preterm Birth Prevention Study (ZAPPS) is an ongoing prospec-
tive cohort that began enrolling in Lusaka in August 2015. Pregnant women undergo
ultrasound to determine gestational age and return for CL measurement at 16-28 weeks.
We evaluated crude and adjusted associations between dichotormous indicators and
short cervix (2.5 cm) via logistic regression, and between VL and CL as a continuous
variable via linear regression.

Results: This analysis includes 1171 women enrolled between August 2015 and
September 2017. Of 294 (25.1%) HIV-positive women, 275 (93.5%) had viral load per-
formed close to CL measurement; of these, 148 (53.8%) had undetectable virus. Median
CL was 3.6 cm (IQR 3.5-4.0) and was similar in HIV-infected (3.7 cm, IQR 3.5-4.0) ver-
sus uninfected (3.6 cm, IQR 3.5-4.0) participants (P=0.273). The odds of short CL were
similar by HIV serostatus (OR 0.64; P=0.298) and detectable VL among those infectad

“We hypothesized that
cervical length would be
shorter among women with
HIV such that
the risk of HIV- associated PTB
could be at least partly
attributable to shortened cervix”




Statistical hypothesis:

» Take the research hypothesis...
- What we expect or hope

 ...and turn it into a statistical hypothesis
- Something that can be statistically tested

- Needs to be phrased as a null hypothesis and an
alternative hypothesis



The null hypothesis: H,

* The hypothesis that needs to be rejected in order to confirm the
research hypothesis

(l.e. the opposite of the research hypothesis)

 Research hypothesis
 Treatment A IS better than treatment B

* Null hypothesis

* The difference between the two groups is equal to zero
* Hy: my=mg
* Hy: my-mg=0



The alternative hypothesis: H,

* The opposite of H,
» Specifies a way in which H; may be false

* Null hypothesis
* Hy: my-mg =0

« Alternative hypothesis: mean difference # 0
* H:m, #mg



Example: comparing blood

ressure
. Res%arch hypothesis:

* Boys have higher blood pressure than girls

« Statistical hypotheses:

¢ HOZ mB - mG =0 (ie the difference in mean blood pressure in each group is 0)

* Hli Mg - Mg #0 (ie the difference in mean blood pressure in each group is not 0)



Hypothesis testing

* Objective Is to determine whether there Is sufficient
evidence to reject H,in favour of H,

* Results in a probability statement about the likelihood of
the observed data given that H, Is true (p-value)

« Many standard tests:
* {-test for means
» x°-test (chi-squared) for proportions
* log-rank test for survival times



P - value

* The p-value is the probability that you could observe the results
that you have observed if H, were true.

* If very unlikely (low p-value), then the assumption that H, Is true
IS probably incorrect

» Reject H, in favour of H, v~

* |f likely (not a low p-value), then there is no reason to think that
the assumption that H, Is true is incorrect

« Cannot reject H, Ve



P-values

 The probability of observing the sampled data (or more extreme)
when H,is true.

+ Large p-value (e.g. p = 0.7) | p=0.7
« Data could occur often when H, is true 7
* Insufficient evidence to reject H,
« Warning: Not evidence that H, is true
« ‘non-significant’
« Weak / no evidence

« Small p-value (e.g. p=0.01)
« H, appears implausible since these data would rarely arise by chance when H is true
« Reject H, in favour of H, |
 ‘significant’

p=0.01

 Evidence




Where is the “significance” threshold?

« Conventional to use a

1 4

significance level of 0.05 _ ‘Non-significant
P=1.00 .
Cannot reject H,
p>0.05
+ Not significant 0.20
* No evidence
« Cannot reject H, 0.06
« Warning: we can never accept H, 0.04
0.01
p <0.05
* Significant 0.001
« Strong evidence \ P =g ’
. Reject H, 0.0001 Slgnlflcant

0 Reject H,



Use of p-values in practice

« Recommendations

« Strict use of cut-offs is not advisable
* |n reality p=0.049 is not much different to p=0.051!

* Report actual p-values
« Always report quantitative measure with confidence interval

« Warning
* ‘Significant’ p-values
* Not necessarily a clinically important effect
* ‘Non-significant’ p-values
* Not necessarily evidence of no effect



Example: comparing blood pressure

Group Number Mean blood SE(mean)
pressure
Girls 24 98 mmHg 2.8
Boys 26 101 mmHg 2.7
* Results:  Hypothesis test (t-test)
cd=mg—-—mg=3 « t=d/ SE(d)
« SE(d) =3.9 «t=3/3.9
« 95% CI: « 1=0.77
e d=*1.96 X SE(d)
e« =3 +x1.96X%X 3.9 * p-value =0.402

« =(-4.6, 10.6) mmHg No significant difference!



Example: comparing blood pressure

Group Number M:fens::l‘:gd SE(mean)

Girls 24 98 mmHg 2.8

Boys 26 101 mmHg 2.7

eel

+ Results: * Hypothesis fes=2q e b%t)w

°d=mB—mG:3 o enb|00dp—4610 ’

0)

+ SE(d) = 3.9 o dﬁf@gemc (95 %o C

e 95% ClI: :4ence ce
0 s NO evid n differe”
\There was irls (Me°
. S and 9 * p-value =0.402

. P’OA o7 MmmHg No significant difference!



Example: comparing blood

pressure
« What If the results had been different?
« Estimated difference = 6 mmHg

« 95% CI = (0.5, 11.5) mmHg

* p=0.031 — 3.1% chance of seeing a difference this large if the truth
was sex differences

 Therefore, based on our data, there is sufficient evidence to
conclude that blood pressure is different in boys and girls




Example: comparing blood

pressure
« What If the results had been different?

 Therefore, based on our data, there is sufficient evidence to
conclude that blood pressure is different in boys and girls




Link to confidence intervals

95% CI includes value — P-value > 0.05

being tested in H, Not enough
evidence to reject H,
95% CI does not
P-value < 0.05
include value being  C—) H, rejected
tested in H, °

Example: blood pressure

Equivalent

CI = -4.6, 10.6 E— includes 0 mmHg
p-value = 0.403 — cannot reject H,



Summary: confidence intervals and hypothesis testing
* Close relationship:

* p<0.05 < 95% CI does not contain value in H,
* p<0.01 & 99% CI does not contain value in H,

« Both give same evidence for or against H,
» Different perspectives on same approach

 However:
* Hypothesis tests only give probability statements about H,

« Confidence intervals provide a quantitative measure of the interval
likely to contain the unknown parameter



Comorbidity is more common and occurs earlier in persons Q ] . .
living with HIV than in HIV-uninfected matched controls, aged % * Cross-sectional anaIySIS using data from

50 years and older: A cross-sectional study South Brazilian HIV Cohort

Rafael Aguiar Maciel®, Helena Moreira Kliick®, Madeleine Durand®, Eduardo Sprinzh-"‘

= Medical Sciences Post-Graduation Progi , Universidade Federal do Rio Grande do Sul, Porto Alegre, Brazil
© School of Medicine, Universidade Federal do Rio Grande do Sul, Porto Alegre, Brazil

Uit e Mool Quse: ol  Individuals aged 50+ years enrolled from a
single site and matched with HIV-negative

Article history: Objectives: At present, data are limited on the comorbidity profiles associated with aging people with HIV H H H
Received 13 January 2018 in the developing world, where most such people live. The aim of this study was to compare the disease CO ntro I S fro m th e p rl m ary p raCtI Ce u n It Of th e
ﬁ:ceﬁ i:’r’:_e"';wj rm;gfs February 2018 burden between older HIV-positive subjects and HIV-negative matched controls in Brazil.
rcee 3 rearnany S Methods: This was a cross-sectional analysis of the South Brazilian HIV Cohort. Individuals aged 50 years h 1 I
;3?3:2;?;3 Editor: Eskild Petersen, Aar- and older were enrolled at Hospital de Clinicas de Porto Alegre and matched with HIV-negative controls S am e OS p Ita .

' from the primary practice unit of the same hospital. Multimorbidity (the presence of two or more

N comorbid conditions) and the number of non-infectious comorbidities were compared. Poisson

::{,m' regression was used to identify factors associated with multimorbidity.
AIDS Results: A total of 208 HIV-positive subjects were matched to 208 HIV-negative controls. Overall, the . . .
Multimorbidity median age was 57 years and 56% were male. The prevalence of multimorbidity was higher in HIV- [ ) M | t b d ty (th p f t
Comorbidities positive subjects than in HIV-negative controls (63% vs. 43%, p < 0.001), and the median number of u I m O r I I e rese n Ce O WO Or
Aging comorbidities was 2, compared to 1 in controls (p < 0.001). The duration of HIV infection (p=0.02) and . ., . .
DEVE_}DDirlg countries time on treatment in years (p=0.015) were associated with greater multimorbidity in HIV-positive m O re CO m O rb I d CO n d Itl O n S) CO m p are d I n
Brazi persons.

Conclusions: In this large cohort from the developing world, multimorbidity was found to be more . H
common in HIV-positive subjects than in HIV-negative controls. The duration of HIV and time on th Ose Wlth an d Wltho ut H IV
antiretrovirals were associated with multimorbidity.

© 2018 The Author(s). Published by Elsevier Ltd on behalf of International Society for Infectious Diseases.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.orgflicenses/by-

What is the null hypothesis being tested in this study? "
NB: p+ = proportion of people living with HIV with multimorbidity, P- = proportion of people without HIV with multimorbidity

A HO p+ > p- (i.e. Proportion of patients with multimorbidity is higher in those with HIV than those without)
B HO p+ = p- (i.e. Proportion of patients with multimorbidity is the same in those with HIV and those without)
C HO p+ =/=p- (i.e. Proportion of patients with multimorbidity is not the same in those with HIV and those without)

Answers available at end of slide set



QU |Z What des the p-value for multimorbidity tell us about
Table 3 the statistical hypotheses ?
Comparison of the burden ol comorbidities between HIV-positive patients and non- A There is no evidence against the null hypothesis
HIV controls.

B The null hypothesis is true

Filv MNon-HIV p-Value C The alternative hypothesis is true
(n=208) (n=208) : . : : :
- - D There is sufficient evidence to reject the null hypothesis

Cardiovascular disease, n (%) 20 (9.6) 20(12.5) 0435
Kidney disease, n (%) 35 (16.8) 14 (6.7) 0.002
Hepatic disease, n (%) 53 (25.5) 14 (6.7) <0.001 _ _ _ _
Diabetes, n (%) o 4;535'}]] 52{?35“3 Eﬂﬁ Which of the following best describes this result:
Hypertensiwon, n 1 J 145 ) A21 . « g . . pe . .
Neoplasia, 1 (%) 22 (106) 13 (6.3) 0157 A The prevalence of multimorbidity was significantly higher in

HIV patients: 63% (95% Cl 57—70%) vs. 43% (95% CI 37—
52%), p < 0.001

Multimorbidity, n (%, 95% CI) 133 (639, 57-70) 90 (433, 37-52) =0.001
ean number ol comorbidifiies

Ceneral 2 i 0,001 B Multimorbidity was significantly higher in HIV patients: 133
50-55 years 1.8 0.9 <0.001° patients with HIV had multimorbidity compared to 90 patients
56-60 years 2 13 without HIV, p < 0.001

61-65 years 2 L6

~65 years 27 3 C There was evidence that the average number of
comorbidities was higher in patients with HIV than those
without, p<0.001

20% more patients with HIV had multimorbidity than those without HIV. A ClI for this difference was not
reported in the table but given the p-value is <0.001, which of the following would be a plausible
confidence interval?

A difference = 20% (95%CI -9% to 49%)

B difference = 20% (95%CI 11% to 29%) : :
C difference = 20% (95%CI 0% to 40%) Answers available at end of slide set



Quiz questions and answers



IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII'HF']!::WIII
smayMo.| | | | | | | [pevenwsimminte| | | | vesiomee [o]o[mfae]na] v]v]r]

Types of Data: EXamMpPles it s s o o b ]

1. CuNnrCcAL MEASUREMENTS

FORM 5 - ENROLMENT .51 25 Erane

A weignt) -] |.] - | B.Heignt/Lengwn | | ] .| | c.muac| | ].] | D.Temperawre| |- ]|

2. TB SymprTomMS & CONTACTS
A. TB Symptoms: Has the participant had any of the following TE symptoms after screening™

i} Cough (>2 weeks]) |:| If ¥Yes, Aanswer 2.8

What type of data are the variables s =
highlighted on the CRF? e s R

v} Weight loss

|

vii) Poor feeding/appetite

Types: Binary, Ordinal, Nominal, [z s

Omnby complete 2.B if the particdpant had a cough [>2 weeks)

Continuous and Discrete i bussenway [ ] ] 3.

ii) Charscter of cough: (tick ol that apply)  Mesty Wet|[ | ory[] productive[ ]

iii) Frequency of cough: Imtermittent I:l (‘.nnn'u.musI:I

0000000 @

[]
]
wi} Lack of playfulness fenergy ]
.
[ ]

Is cough in association witdh:

1: Continuous e =
C

2: Binary e

Only complete L.C if the partidpant had a fewver

3: Discrete “.T:S:a::"n[““::;%EErmng - -
. iii}) Highest recorded temperc:turel | | . Tick box if Mot measured/unknown [ if Not messured/unknown, skip to 2.0
4: Ordinal

iv) Site where thermometer reading was taken: Axillary [ | Rectal[ | oral | Ear[| Unknown[ | i 5

Oods
DDD§

D. i} Have any of the participant’s known contacts had TB in the last year? "f'FE-I:I N-HD Unl‘.nnwnD

! u N O m i n al If ¥es, compiete the table below for the mast significant contact, othernwise skip to 2.4
L]




Quiz

1. If we increase the sample size, what do we expect to happen to the
standard error?

— Increase / decrease / no change

2. True or false, the estimated mean is always inside the confidence interval
we calculate? True

3. If we increase the sample size, what will happen to the CI?

— Get narrower / get wider / no change



Comorbidity is more common and occurs earlier in persons Q ] . .
living with HIV than in HIV-uninfected matched controls, aged % * Cross-sectional anaIySIS using data from

50 years and older: A cross-sectional study South Brazilian HIV Cohort

Rafael Aguiar Maciel®, Helena Moreira Kliick®, Madeleine Durand®, Eduardo Sprinzh-*

= Medical Sciences Post-Graduation Progi , Universidade Federal do Rio Grande do Sul, Porto Alegre, Brazil
© School of Medicine, Universidade Federal do Rio Grande do Sul, Porto Alegre, Brazil

Uit e Mool Quse: ol  Individuals aged 50+ years enrolled from a
single site and matched with HIV-negative
e ey 201 i deveotog wore her st Such ot . T i of i sy was i orpane the diesse controls from the primary practice unit of the

ﬁ:ceﬁ i:’ ’:_E"';*d r‘-‘rzfglzs February 2018 burden between older HIV-positive subjects and HIV-negative matched controls in Brazil.
rcee 3 pruary S5 Methods: This was a cross-sectional analysis of the South Brazilian HIV Cohort. Individuals aged 50 years h 1 I
;3?3:;:?;3 Editor: Eskild Petersen, Aar- and older were enrolled at Hospital de Clinicas de Porto Alegre and matched with HIV-negative controls S al I l e OS p Ita .
' from the primary practice unit of the same hospital. Multimorbidity (the presence of two or more
N comorbid conditions) and the number of non-infectious comorbidities were compared. Poisson
HIV . regression was used to identify factors associated with multimorbidity.
AIDS Results: A total of 208 HIV-positive subjects were matched to 208 HIV-negative controls. Overall, the . . .
Multimorbidity median age was 57 years and 56% were male. The prevalence of multimorbidity was higher in HIV- [ ) M | t ' ' I b d ty (th p f t
Comorbidities positive subjects than in HIV-negative controls (63% vs. 43%, p < 0.001), and the median number of u I O r I I e rese n Ce O WO Or
Aging comorbidities was 2, compared to 1 in controls (p < 0.001). The duration of HIV infection (p=0.02) and . ., . .
Developing countries time on treatment in years (p=0.015) were associated with greater multimorbidity in HIV-positive m O re COI l lo rb I d CO n d Itl O n S) CO m pared I n
Brazil
persons.
Conclusions: In this large cohort from the developing world, multimorbidity was found to be more . H
common in HIV-positive subjects than in HIV-negative controls. The duration of HIV and time on th Ose Wlth and Wlthout H IV
antiretrovirals were associated with multimorbidity.
© 2018 The Author(s). Published by Elsevier Ltd on behalf of International Society for Infectious Diseases.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.orgflicenses/by-
nc-nd/4.0/).
NB: p+ = proportion of people living with HIV with multimorbidity, P- = proportion of people without HIV with multimorbidity

A HO p+ > p- (i.e. Proportion of patients with multimorbidity is higher in those with HIV than those without)
B HO p+ = p- (i.e. Proportion of patients with multimorbidity is the same in those with HIV and those without)
C HO p+ =/=p- (i.e. Proportion of patients with multimorbidity is not the same in those with HIV and those without)



QUlZ What des the p-value for multimorbidity tell us about
Table 3 the statistical hypotheses ?
Comparison of the burden ol comorbidities between HIV-positive patients and non- A There is no evidence against the null hypothesis
HIV controls.

B The null hypothesis is true

Filv MNon-HIV p-Value C The alternative hypothesis is true
(n=208) (n=208) : . ) : :
- - D There is sufficient evidence to reject the null hypothesis
Cardiovascular disease, n (%) 20 (9.6) 20(12.5) 0435
Kidney disease, n (%) 35 (16.8) 14 (6.7) 0.002
Hepatic disease, n (%) 53 (25.5) 14 (6.7) <0.001 _ _ _ _
Diabetes, n (%) o Eﬁg;&) ?zfﬁg;]] Eﬂ? Which of the following best describes this result:
Hypertensiwon, n J 3 ) X . « g . . g . .
Neoplasia, 1 (%) 22 (106) 13 (6.3) 0157 AThe p_revalence of multimorbidity was significantly higher in
jsegs ) 10 (5 . HIV patients: 63% (95% CI 57-70%) vs. 43% (95% CI 37—
Multimorbidity, n (%, 95% CI) 133 (63.9, 57-70) 90 (43.3, 37-52) =0.001 529%), p < 0.001
ii‘:,j,‘j.,‘;“ - o Esz 1 <0.001 B Multimorbidity was signif_icantl_y _higher in HIV patients:.133
50-55 years 1.8 0.9 <0.001° patients with HIV had multimorbidity compared to 90 patients
36-60 years 2 1.5 without HIV, p < 0.001
61-65 years 2 LG .
~65 years 32 3 C There was evidence that the average number of

comorbidities was higher in patients with HIV than those
without, p<0.001

20% more patients with HIV had multimorbidity than those without HIV. A ClI for this difference was not
reported in the table but given the p-value is <0.001, which of the following would be a plausible
confidence interval?

A difference = 20% (95%CI -9% to 49%)

B difference = 20% (95%CI 11% to 29%)

C difference = 20% (95%CI 0% to 40%)



